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1 Introduction

Although few in number, hot massive stars are important constituents of the stellar population, both in terms of their enormous luminosity and their mass loss. Because of their prodigious radiation field, they are ideal standard candles visible at large distances, either directly or indirectly by ionizing HII-regions. By their supersonically expanding winds and the corresponding mass loss, they contribute significantly to the chemical evolution of galaxies as continuous sources of nuclear processed material and provide a considerable fraction of interstellar dust (Wolf-Rayet stars in their late phases). The energy and momentum of the wind controls the energy balance of the surrounding interstellar matter and may induce the formation of new stars.

In addition, without understanding the origin and dependence of stellar mass loss on stellar parameters, the complete evolution in the upper HRD is an open question, since different evolutionary scenarios are a consequence of the assumed (or derived) mass loss in the different stages of evolution (O/Of stars, luminous blue variables (LBV's), Wolf-Rayet stars (WR's), central stars of planetary nebulae (CSPN)).

Finally, it became evident during the last few years that the determination of stellar parameters from the analysis of photospheric lines by means of hydrostatic NLTE model atmospheres, which were so far considered as the most reliable tools to obtain effective temperatures, gravities and abundances, is severely affected by the emission of surrounding winds, at least in cases when the mean wind density is high (cf. Abbott and Hummer, 1985; Gabler et al., 1989; Voels et al., 1989; Kudritzki, 1992; Becker and Butler, 1992; Sellmaier et al., 1993). Hence, even the comparison of a theoretical and "observed" HRD for evolved or extremely massive stars is prohibitive if the diagnostics do not account for the presence and strength of the stellar wind.

It is therefore extremely important to develop a consistent theory which enables us to derive the wind parameters and structure from first principles, i.e. as function
of stellar parameters (L, M, R, metallicity), and to investigate the predicted spectral appearance of those models by a detailed comparison with observations at all wavelengths.

Over the last two decades, it has generally been established that the most favorable driving mechanism for the winds from hot, luminous OB stars is the line scattering of the stellar UV radiation field by heavy ions in the expanding stellar wind. Building upon the pioneering work by Lucy and Solomon (1970), Castor, Abbott and Klein (1975; hereafter CAK) and Abbott (1980, 1982a), current models now solve self-consistently the time-independent hydrodynamics (Pauldrach, Puls, Kudritzki, 1986; see also Friend and Abbott, 1986) together with the NLTE equations of state for all contributing ions (Pauldrach, 1987) and the radiative transfer allowing for multiple scattering (Puls, 1987). Such models are able to reproduce quantitatively numerous observed stationary features for a variety of hot stars of different metallicity (Kudritzki et al., 1987) and evolutionary status (O/Of stars: Pauldrach et al., 1990; CSPN: Pauldrach et al., 1988; P Cygni (LBV): Pauldrach and Puls, 1990). Among these are:

- the terminal velocity and time-averaged mass loss rate;
- the complete far UV spectrum including P-Cygni profiles from subordinate lines and, in many cases, even from “superionized” species;
- the “SiIV luminosity effect” (cf. Walborn and Panek, 1985);
- the optical and IR H/He lines and the observed IR and thermal radio excess (cf. Gabler et al. 1989).

(For a recent review and references, see Kudritzki et al., 1991).

In §2.1, we will briefly discuss the basic concept of these stationary models and show, as an example for the present application, the way in which these models are used for and in how far they influence the determination of stellar and wind parameters of massive hot stars (§2.2).

However, as follows directly from the assumption of stationarity, these models are inherently incapable of describing a number of additional observational features, which immediately show that the nonstationary aspects of the wind must be of significant importance. A number of these features will be discussed in §3.1, but listed briefly, they include:

- the soft X-ray emission (Harnden et al., 1979, Seward et al. 1979);
- the discrete absorption components (DAC’s) often observed in the absorption parts of unsaturated lines (Lamers et al., 1982; Prinja and Howarth, 1986; Henrichs, 1988 and references therein);
- the temporal variability of the wind lines, where the blue edges are varying most significantly, while the red emission part remains relatively constant (e.g. Henrichs, 1991 and Prinja, 1991);
- the electron-scattering wings of recombination lines in Wolf-Rayet stars, which are weaker than models predict, suggesting the possibility of a clumped structure (Hillier, 1991);
the black troughs in saturated P-Cygni profiles (Lucy, 1982, 1983), which in the present stationary description are simulated by a velocity-dependent turbulence (cf. Hamann, 1981; Puls, 1987; Groenewegen et al., 1989);

- the variability of optical lines such as Hα (Ebbetts, 1982) and HeII 4686 (Henrichs, 1991);

- the nonthermal radio emission observed from roughly 30% of massive stars (cf. Abbott, Bieging and Churchwell, 1981, 1984).

Together these observational properties suggest that these winds have a significant degree of spatial structure and temporal variability. Theoretical efforts to understand the nature and origin of this structure have generally focused on the line-driving mechanism itself, which linear stability analyses have shown to be highly unstable (MacGregor et al, 1979; Carlberg, 1980; Abbott, 1980; Lucy 1984; Owocki and Rybicki, 1984, 1985). Subsequent efforts have been concentrated on dynamical modelling of the time-dependent wind structure from direct, numerical simulation of the nonlinear evolution of the line-driven flow instability (for references and recent reviews see Castor, 1991 and Owocki, 1992).

The basic picture resulting from the present dynamical models is discussed in §3.2 and shows the following: Only a very small fraction of material is accelerated to high-speed and then shocked; for most of the matter the major effect is a compression into narrow, dense “clumps” (shells in these 1-D models), separated by large regions of much lower density.

Although the spatial variation of the velocity and density seems to be in stark contrast to the stationary picture, the mass distribution of these quantities are not so very different (Owocki, Castor and Rybicki (OCR), 1988; Owocki 1990, 1992), and, furthermore, the gross wind properties like the terminal flow speed and time-averaged mass loss rate turn out to be in quite good agreement with those derived in steady models.

Given the intrinsic mass-weighting of spectral formation, and the extensive temporal and spatial averaging involved, it thus seems quite possible that, in some average sense, the observational signatures of such structured models may actually be quite similar to what's derived from the stationary approach. In this way such models offer the possibility of retaining the very great successes of these stationary models in matching time-averaged observational properties, while also reproducing the many signatures suggesting the existence of extensive wind structure.

It is thus clear that a major effort is needed in the synthesis of observational signatures from these structured models. The complexity of this structure leads to many difficulties not encountered in the smooth stationary case, and we have to develop the corresponding methods in order to allow for an appropriate analysis. This should give us finally the constraints on the actual structure by comparing synthetic spectra and observations. For this purpose, we will present here some first results and implications of recent calculations (cf. Owocki, 1992, Puls and Owocki, 1993) on the synthesis of UV-resonance lines (§3.3.1) and the formation of Hα and the IR-continuum (§3.3.2; Puls, Najarro and Owocki, in prep. for Astron. Astrophys.).
General Assumptions

Throughout the present paper, we will use the following assumptions:

- **radiative line driving:** the winds of hot stars are initiated and accelerated by radiative line driving of UV metal lines where this mechanism was first shown to work actually by Lucy and Solomon (1970) and CAK (1975).

- **time dependence:** in §2, we consider the winds to be stationary, i.e. $\partial/\partial t \equiv 0$, whereas in §3 the time dependence is explicitly taken into account.

- **spherical symmetry** is assumed, as there is no indication of a significant polarization in typical OB stars. (Be and WR-stars are here not considered).

- in the hydrodynamical description, the mass flow is treated in terms of a **one-component medium**, as the momentum transfer between the driven ions and the bulk of the matter (protons, He-ions) via Coulomb collisions is under most conditions very effective. (cf. Castor, Abbott and Klein, 1976). However, as shown by Springmann and Pauldrach (1992), in thin winds (e.g. winds of main-sequence O-Stars) a decoupling of ions and protons with subsequent ion runaway may be possible before the theoretical $v_{\infty}$ (assuming a one-component medium) is reached.

2 Stationary Models

2.1 Basic Concept

In order to obtain the hydrodynamical stratification for the stationary outflow, the continuity equation (with constant mass-loss $\dot{M}$!) and the equation of motion have to be solved simultaneously. Here, the contributing external forces are the gravity and the radiation force both from continuum (electron-scattering, bound-free-, free-free-processes) and lines, where the latter is the dominating part in the supersonic regime of the wind. The principle process responsible for the line-acceleration can be easily described:

Due to the Doppler-shift in the expanding medium, the absorbing line profile is shifted in frequency with respect to the continuum, so that at each radius unprocessed continuum photons are “fed” into the line. To a first approximation, the majority of these photons originate from the stellar photosphere, and so the absorption process is rather anisotropic, covering only the finite cone angle subtended by the stellar disk. On the other hand, the reemission process (spontaneous decay or collisionally induced) is isotropic in the frame comoving with the ion, which leads to a diffuse radiation field with a rough fore-aft symmetry. This means that the force associated with the reemission process is nearly zero, so that in total only radial momentum is transferred to the ion. (For a very instructive discussion of this process, cf. Owocki, 1990, 1992). Finally, since a very large number of metal lines can contribute at or near the flux-maximum of a large luminosity ($L_{\text{Bol}} \sim 10^4 - 10^6 L_{\odot}$), the total line-acceleration can overcome the gravity by large factors.

However, the line force depends on the actual capability of absorbing photons - i.e. on the line strengths and hence on the occupation numbers - and on the actual distribution (in frequency and angle) of those photons -i.e. on the radiative transfer;
we thus have to solve for these quantities through a distinct NLTE-treatment of all contributing ions/levels, since the properties of hot star atmospheres are dominated by the high energy density of the radiation field. In other words, simply the fact that we are considering radiation driven winds with its requirement of the presence of large radiation fields inevitably implies NLTE-conditions.

The question is now: What does "all contributing" mean in the present context? Here we have to consider all the ions/levels which are both

- essential for the line driving and
- necessary in order to establish a correct ionization/excitation equilibrium.

From an inspection of abundances and the ionization/excitation potentials, for the present case a number of

- 26 elements
- 150 ions
- 5,000 levels
- 20,000 connecting line transitions giving rise to a
- NLTE-line force from more than 300,000 lines

have to be taken into account in order to meet these requirements.
The reason that this enormous number of levels/lines can be actually treated in NLTE is based on two factors. First, the stationary hydrodynamics is relatively simple and costs, in comparison to the NLTE calculations, little additional computational time. Second, the line-transfer required for each transition is simplified by the presence of the large velocity gradient. This enables one to use the so-called Sobolev-approximation (Sobolev, 1957; Castor, 1970), at least if this method is applied in a more general way than in the original formulation by allowing for the effects of an overlapping continuum (Hummer and Rybicki, 1985; Puls and Hummer, 1988) and overlapping lines (Olson, 1982; Puls, 1987).

Nevertheless, from the numbers above it is obvious that a vast amount of atomic data has to be both calculated and accumulated. In addition, effective methods of book-keeping have to be implemented in the numerical codes in order to keep the calculations manageable.

The first effort with respect to the problem of calculating and accumulating the required data was performed by Kurucz and Peytremann (1975), followed by the compilation of those data which are necessary for the specific problem of hot star winds by Abbott (1982).

Meanwhile, however, the results of the “Opacity Project” (Seaton, 1987) are available, and additional data (most important in the present context being Fe) are being calculated by K. Butler and other members of the Munich NLTE group by means of the “superstructure” code (Eissner et al., 1974; Nussbaumer and Storey, 1978). From those calculations, all required information is available with a high degree of precision. As an example for a typical dataset, Fig.1 shows the Grotrian diagram of FeV as used in our calculation. The reader may note that this ion is an important species for hot stars, both in terms of its contribution to the line force (roughly 50% in the lower wind part) and as a diagnostic tool for inferring abundances (cf. Fig.2 and §2.2).

The first self-consistent models of radiatively driven winds, i.e. models which solve for the hydrodynamics, NLTE-equations and radiative transfer in parallel, were presented by Pauldrach (1987) and Puls (1987). Meanwhile, a number of improvements/additional physics have been added to the original treatment, which is still partly under way. These modifications are summarized and discussed by Pauldrach et al. (1993), where especially the following points are considered:

- the improved atomic physics (esp. for Fe, see above) results in a larger number of contributing lines, which in the end yields a larger $M$ in comparison to the old models.

- the influence and importance of the photospheric/wind line-blocking on the ionization structure is extensively discussed (cf. also Pauldrach et al., 1990). In the present approach, this process is accounted for only in an approximate way, but the correct treatment (cf. Puls and Pauldrach, 1990) is now being implemented.

- in order to account for the presence of the observed X-rays (cf §3.1) which most probably are emitted in the cooling zones of hot regions heated by shocks propagating throughout the wind, the corresponding radiation field has to be considered. Most important here is the influence of the strong EUV-part of this radiation field on the ionization structure.
Figure 2: Comparison of Copernicus/IUE observations of \( \zeta Pup \) with our present calculations. Note the large number of lines between 1400 and 1500 Å, due mainly to FeV. (From Pauldrach et al., 1993).

As an example of the present state of the art, we show in Fig.2 the theoretical UV-spectrum of \( \zeta Pup \) (O4If) in comparison to observations. The reader may note that our model reproduces the so-called “super-ionization”, i.e. the presence of high ionization stages (CIV, NV, OVI) in parallel with low ionization stages (CIII, NIII) in a cool wind model \( (T_e \lesssim T_{eff}, \text{from radiative equilibrium}) \), as well as the large number of “photospheric” (but wind-contaminated!) Fe-lines present in the observations.

2.2 Some results – Determination of Stellar and Wind Parameters for O-Stars
(For this section, cf. also the review by Kudritzki et al., 1991)

2.2.1 \( T_{eff} \) and \( \log g \)

The effective temperature \( T_{eff} \), the gravitational acceleration \( \log g \) and the Helium abundance of hot stars follow usually from the analysis of photospheric H/He-lines such as H\( \gamma \), HeII (4200, 4542) and HeI 4471 (cf. the review by Kudritzki and Hummer, 1990 and Herrero et al., 1992) by means of hydrostatic, plane-parallel NLTE atmospheres. However, attention has to be paid to stars that exhibit strong
winds, as here these lines can be significantly contaminated by wind effects (cf. Gabler et al., 1989, Sellmaier et al., 1993).

As an example, we show in Fig. 3 the theoretical profile of H\(\gamma\) – the strategic line to derive \(\log g\) – for the “unified atmosphere” (cf. Gabler et al., 1989) of \(\zeta\)Pup, where the stellar parameters were obtained by the above method (cf. Kudritzki et al., 1983). Inconsistently, however, different \(\dot{M}\)'s (from \(10^{-6}\) to \(10^{-5}\)\(M_\odot/yr\)) were used in order to simulate the effect of different wind strengths. The observed profile here coincides with the lowest \(\dot{M}\) which shows that in thin winds the profile remains uncontaminated. For increasing \(\dot{M}\), however, the line is substantially filled with wind emission. As the actual \(\dot{M}\) of \(\zeta\)Pup is of the order of \(3 - 5 \cdot 10^{-6}M_\odot/yr\) (from H\(\alpha\) and thermal radio emission, see below), the difference of the theoretical profile for this \(\dot{M}\) and the observation simply illustrates that the adopted stellar parameters (in this case \(\log g\)) are incorrect and a consistent determination in the “unified” framework has to be performed.

### 2.2.2 The Terminal Velocity \(v_{\infty}\)

The present standard procedure to measure terminal velocities of stellar winds is to use the so-called “SEI” method (cf. Hamann, 1981; Lamers et al., 1987; Groenewegen et al., 1989; Pauldrach et al., 1993) by fitting synthetic profiles of UV-(resonance-)lines (e.g. CIV, NV) to observations and thereby obtain (in addition to other information like the product of \(\dot{M}\) times ionization fraction times abundance) the terminal velocity. In order to match the observed profile shape (esp. the
so-called “black trough” and the extended, gradual blue edge, cf. §3.1), however, one has to adopt a supersonic turbulent velocity $v_{\text{turb}}(r) \sim 0.1v(r)$. This $v_{\text{turb}}$ then broadens the resonance-zones and leads to these desired features (cf. Fig. 5).

A more recent interpretation (Prinja, Barlow, and Howarth, 1990) is to associate the terminal velocity with the maximum velocity of discrete absorption components or with the blue edge of the black trough.

Hence, one should note that the determination of the stationary wind parameter $v_{\infty}$ requires the use of a turbulent velocity parameter which is a priori inconsistent with the stationary picture.

2.2.3 Mass-Loss Rate $\dot{M}$

The most reliable method to infer $\dot{M}$ is from the radio excess (cf. Wright and Barlow, 1975; Panagia and Felli, 1975; Lamers and Waters, 1984), which depends crucially on the density in the outer part of the wind and hence on $\dot{M}$. The use of this method requires, however, that the emission is thermal (roughly 30% are non-thermal emitters, cf. §1), that the flux is observable (i.e. only for objects in the Galaxy) and that the wind is not clumped or that we know the radial distribution of the clumping in the outer part of the wind. (cf. §3.3.2)

An alternative method to determine $\dot{M}$ is the use of H$_\alpha$ or HeII 4686 as mass-loss indicators, which for obvious reasons is a “must” for extragalactic objects. Although a number of approximate methods exist which determine the equivalent width of H$_\alpha$ as function of $\dot{M}$ (cf. Leitherer, 1988; Drew, 1990; Scuderi et al., 1992), a more accurate analysis requires a NLTE line formation in the complete atmosphere to allow for the influence of departures from LTE, the influence of the Stark wings in the transonic region and the contamination by the HeII blend (cf. Gabler A. et al., 1990).

2.2.4 Mass, Radius and Distance

(cf. Pauldrach and Puls, 1990a; Kudritzki et al, 1992)

Case 1: Distance known. When the distance is known (e.g. by cluster membership), we can determine both the so-called “spectroscopic mass” from log $g$ and the distance, and the so-called “wind mass” from wind theory

$$v_{\infty} = f(L, M, T_{\text{eff}})$$

which in combination with the spectroscopic $T_{\text{eff}}$, the terminal velocity $v_{\infty}$ and the stellar luminosity (accounting for the error in distance) results in M. In general, both methods agree well, however the second method has the advantage in that the error bars are significantly smaller (see Kudritzki et al., 1992 and Herrero et al., 1992 (esp. Fig. 15) for many examples of this technique).

On the other hand, if we compare the spectroscopic mass with the “evolutionary mass” following from evolutionary calculations (e.g. Maeder, 1990), we find for almost all objects analyzed a significant deviation, with the evolutionary mass being typically larger (cf. Groenewegen et al., 1989, and Herrero et al., 1992, Fig. 14). This problem, which even exists for main-sequence objects, is refered to as the so-called “mass-problem” and is one of the major topics in the present discussion of stellar evolution. As pointed out by N. Langer in a recent talk in Munich, possible solutions
may be connected with homogeneous evolution caused by mass-loss, rotationally induced mixing and semi-convection.

**Case 2: Distance unknown.** If the distance is unknown, we nevertheless can obtain the stellar mass from wind theory since we have an additional relation for $\dot{M}$:

$$v_\infty = f_1(T_{\text{eff}}, \log g, R)$$
$$\dot{M} = f_2(T_{\text{eff}}, \log g, R)$$

Thus we can derive the surface gravity and the radius in parallel from $T_{\text{eff}}$, $v_\infty$ and the observational quantity related to $\dot{M}$:

$$\log Q = \log \dot{M} - 3/2 \log (R/R_\odot) \quad \text{from radio, H}_\alpha \text{ or HeII 4686}$$
$$\log D = \log \dot{M} - \log (R/R_\odot) \quad \text{from UV line fits}$$

(Again, for a number of examples, see Kudritzki et al., 1992.) Note that this offers the additional possibility of comparison with spectroscopically derived surface gravities. The stellar distance also follows from this method, with a typical precision in the distance modulus $\sim \pm 0.5''$. Hence, the application of method 2 allows one to determine the radius and distance of luminous stars in distant galaxies (local group and beyond!) by using a combination of optical observations ($\rightarrow T_{\text{eff}}$, in near future with the ESO-VLT) and UV observations ($\rightarrow v_\infty$, HST).

### 2.2.5 Analysis of the Atmosphere of the LMC-Star Sk - 66 100

As an example of the application of the method described above, we will show in this section the complete analysis of atmosphere Sk - 66 100 (O6 III, $m_V = 13.3''$) in the LMC. This analysis is part of a current project involving the HST, where first results are given in Kudritzki et al., 1993. (This paper also presents analysis of Sk-68 137 (O3III) and a re-analysis of Mk42 (O3f/WN).) The objective of this project is the investigation of hot star physics (with particular emphasis on evolution and mass-loss) as function of metallicity. To this end, appropriate samples of massive stars in our galaxy and the MC’s have been selected, where the ground based optical programme (ESO 3.6m, CASPEC) is substantially complete. However, following the GHRS failure, the programme had to be reconfigured for FOS/high resolution and hence is somewhat delayed.

**Step 1.** By detailed fits of the optical lines (observations with ESO 3.6m) with hydrostatic plane-parallel NLTE-atmospheres, the following parameters are derived (cf. Kudritzki et al., 1993, Fig. 5):

$$T_{\text{eff}} = 42,000 K, \quad \log g = 3.7, \quad N_{\text{He}}/N_H = 0.1$$

**Step 2.** From H$_\alpha$, we find by NLTE line-formation on *unified* atmospheres (cf. Fig. 4):

$$\dot{M} \approx 1.5 \cdot 10^{-6} M_\odot/yr$$

**Step 3.** From Ly$_\alpha$ (UV spectrum by HST/FOS, wavelength coverage from 1150 to 1800 Å), the Hydrogen column density towards the star (both the contribution of the Galaxy and of the LMC) results in

$$\log N_H^{\text{Gal}} = 20.4, \quad \log N_H^{\text{LMC}} = 20.55$$
Figure 4: Theoretical $H_{\alpha}$ profiles based on unified atmospheres in comparison to observations of Sk-66 100. (From R. Gabler, p.c.)

Figure 5: SEI-fit to the NV doublet of Sk-66 100. Observations by HST/FOS. (From S. Haser, p.c.)
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Figure 6: Theoretical fit diagram for Sk-66 100 to determine $R_*$ and $\log g$ from $v_\infty$ and $\log Q$ (cf. §2.2.4 and Kudritzki et al., 1993).

Step 4. The terminal velocity follows from an SEI-fit to the NV-doublet (cf. Fig. 5), as well as the “turbulent velocity”.

$$v_\infty = 2,150 \text{ km/s}, \quad v_{\text{turb}}^{\text{max}} = 150 \text{ km/s}$$

Step 5. With the help of the theoretical fit diagram ($T_{\text{eff}} = 42,000 \text{ K}$) and from $v_\infty$ and $\dot{M}$ we obtain (cf. Fig. 6)

$$R/R_\odot = 14.5 (+4.5/ -3.5), \quad \log g = 3.77, \quad m - M = 18.6 \pm 0.6$$

resulting in a wind-mass of $M/M_\odot = 44 \pm 11$.

Step 6. Finally, by simulating different metallicities in our wind code and comparing to the complete UV-spectrum (cf. Fig. 7), the metallicity is roughly

$$Z \approx 1/2 \ Z_\odot$$

Note, that we do not claim this as a “standard value” for the LMC-abundance; In contrast, the analysis of the other two objects (see above) leads to a more typical value of a quarter solar metallicity.

Hence, by a successive application of the methods introduced above and the use of optical and UV observations, all parameters are determined.

### 2.3 Conclusion of Section 2

At present, the stationary models of radiatively driven winds are able to explain all gross observational features of O-star winds, and the phase of application to astrophysical problems related to stellar mass-loss is just in progress. Note, however,
that a detailed analysis requires the incorporation of features characteristic of non-stationary processes (e.g. supersonic turbulence and the “hot” EUV and X-ray radiation field created in shocks).

In addition, as pointed out in §1, there exist several other kinds of observational evidence that indicate a significant degree of spatial structure and temporal variability in these winds. Although this may not fit in the stationary picture, the facts cannot be simply pushed away by hand-waving arguments, but have to be carefully considered.

3 Spectrum Synthesis in Time-Dependent Models

3.1 Observational Evidence for Non-Stationary Processes in Stellar Winds

In this section, we will discuss some of the items summarized in §1 that indicate the presence of non-stationary processes.

X-ray emission. Following the detection of the “superionization-” features in O-star winds, it was argued that the presence of the high ionization species (cf. Fig. 2) arise from Auger ionization from X-rays which were at that time however only postulated (Cassinelli and Olson, 1979). Although this problem could be partly solved by means of detailed NLTE-calculations (Pauldrach, 1987), the predicted
X-ray emission was actually observed by the *Einstein* Observatory. A subsequent analysis showed that this emission roughly scales with the stellar luminosity as \( L_x \approx 10^{-7} L_{\text{bol}} \) (e.g. Long and White, 1980; Chlebowski et al., 1989 and references therein), and the spectra typically show both a soft \((\sim 3 \times 10^6 K)\) and a hard \((\sim 10^7 K)\) component (Cassinelli and Swank, 1983, cf. also Chen and White, 1991). The original picture of a base corona can be excluded (cf. Baade and Lucy, 1987, and references therein), and it is generally assumed that the emission must originate from well above the base, most probably from shocks embedded in the wind. The above temperatures then imply corresponding shock speeds (with respect to the underlying flow) of the order of 500 km/s.

With the succesfull launch of *ROSAT*, present efforts concentrate on detailed modelling of the observed spectra. Again for the case of \( \zeta \text{Pup} \), our results indicate the fluxes created in such shocks to agree well with the (PSPC = Position Sensitive Proportional Counter-) observations, *if the background opacities from our present wind model* (cf. §2) are taken into account (Kudritzki and Hillier, 1992; Hillier et al., 1993). Unfortunately, as the observed soft X-rays are emitted at very large distances from the star (up to 1000 \( R_\odot \)) and the hard component gives an only weak constraint for the minimum radius of emission \( R_{\text{min}} \lesssim 2 R_\odot \), this analysis can provide almost no information - up to the required shock speeds - about the structure in the lower wind part.

Black troughs in P-Cygni profiles of resonance lines. As was already
mentioned in §2.2.2, theoretical UV P-Cygni profiles differ significantly from the observed line shape if a stationary, monotonic outflow is assumed and the intrinsic line profile is purely Doppler-broadened by the ionic thermal motion, without any additional "turbulent" velocity. As an example, we show in Fig. 8 the NV doublet for \(\zeta\) Pup, where the dashed and solid curves line give the synthetic profiles assuming respectively \(v_{\text{turb}} = 0\) and \(v_{\text{turb}} = \approx 250\ km/s\). It is evident that both the observed blackness and the decline to zero intensity (as well as the rise to the emission peak) are only reproduced by the model with strong supersonic turbulence. Of course, such introduction of strong turbulence here is entirely ad hoc.

On the other hand, Lucy (1982, 1983) noted that this observed degree of blackness can be produced by a multiply non-monotonic flow. This process will be discussed in more detail in §3.3.1

Discrete absorption components indicate most directly a structure and temporal variability in the winds. These relatively narrow features are superimposed on the blue absorption parts of P-Cygni lines. They typically form at half \(v_\infty\) and then narrow and shift to higher velocities over several days (Prinja and Howarth, 1988; Henrichs, 1988 and references therein). Their recurrence and acceleration time seems to be correlated with the stellar rotational period (Prinja, 1988). As an example, Fig. 9 shows the temporal evolution (time running up) of such a component in the SiIV spectrum of 68 Cyg (O7.5 III in (f)). In the upper panel, 29 spectra covering three and a half day are superimposed, whereas the lower panel gives a grey-scale rendition of intensity. The evolution of the DAC (present in both doublet components) as described above is obvious. The reader may also note that the emission part of the P-Cygni profiles remains rather stable.

Profile variability is evident both in UV and optical spectra. Fig. 10 shows the "blue-edge variability" present in UV P-Cygni profiles for the example of the CIV resonance line of \(\lambda\) Cep (O6I(n)fp) as an overlay (23 spectra covering 2.5 days) and grey scale rendition; Fig. 11 shows the variability of the HeII 4686 \(\left(\dot{M}\right.\text{ indicator!})\) line from 43 spectra covering two days \((\Delta t \approx 15 \ldots 30\ min)\).

The obvious question is now, whether all these features (inclusive those mentioned briefly in §1) are, as is often argued, only the manifestation of some "second order effects" acting on an essentially smooth flow, or, more adequately, represent the "tip of an iceberg", pointing towards a considerably different physical description of the winds. In order to answer this question, the assumption of stationarity has to be abandoned and the time-dependence explicitly taken into account!

3.2 Basic Features of Time-Dependent Simulations

(In this section, we will recapitulate only some important results with no intention of completeness; for recent reviews, cf. Owocki, 1992, and Castor, 1991.)

One of the most important results from formal stability analysis of line-driven flows (cf. MacGregor et al., 1979; Cariberg, 1980; Abbott, 1980; Lucy, 1984; Owocki and Rybicki, 1984 (OR), 1985) is the recognition that the line acceleration is highly unstable against velocity disturbances, at least if the disturbance is optically thin, meaning that one can ignore any change in optical depth. (Optically thick disturbances lead to stable situations, as here a phase shift of \(\sim 90^\circ\) between disturbance
Figure 9: (left) Temporal evolution of DAC’s (time running up, for details see text). (From Henrichs, 1991.)

Figure 10: (right) Variable blue edge in CIV P-Cygni profile (time running up, for details see text). (From Henrichs, 1991.)
and reacting line-force is created, so that no net-work is done (Abbott, 1980); the 
"unification" of both limiting situations was achieved by OR leading to the so-called 
"bridging law").

By neglecting the diffuse radiation field caused by reemission processes (see be-
low), this effect is easily understood:

In analogy to the zeroth order process which is responsible for the line-force (cf. 
§2.1), an arbitrary (positive) velocity disturbance $\delta v$ will primarily shift the pro-
file with respect to the continuum, so that additional momentum from unprocessed 
photonspheric photons is transferred to the ions. Hence, the line force is increased, 
which leads to a further increase of velocity and so on. For a typical scale height 
$\rho/(dp/dr)$, the cumulative growth of this unstable process is of the order $2v(r)/v_{th}$, 
where $v_{th}$ is the thermal speed of the ion (cf. OR). Thus, the growth can approach 
enormous values (up to $\sim 100$) in these highly supersonic winds.

In addition, the flow is most unstable against inward propagating waves, which, 
as they steepen due to non-linear effects, finally form strong reverse shocks. These 
reverse shocks are the most prominent features associated with the line-force insta-
bility. They differ from the more familiar forward shocks by the fact that (in the 
stellar frame)

$$v_{\text{pre}} > v_{\text{post}} > v_{\text{reverse shock}}$$

These shocks thus travel backwards in the comoving frame (but outwards in the 
stellar frame) with the pre-shock side directed towards the star. In this case, the 
density is high where the velocity is low (cf. Fig. 12), in contrast to the forward 
shock situation where the density is large at large velocities.

Although it became evident that inclusion of just the "direct" force (resulting 
from absorption-processes only) leads to an absolute instability (Owocki and Rybicki, 
1986), there exist at least two processes which can partly stabilize the flow.

First, the "line drag" resulting from scattered photons inside the interaction 
zone (Lucy, 1984) leads to a perturbation in the diffuse radiation force which acts
to oppose to the velocity-disturbance: $\delta g_{\text{diff}} \sim -\delta v$ and thus stabilizes the process. An instructive discussion of this effect is given by Owocki (1992); it is presently approximated by the so-called "smooth source function" approach (SSF, Owocki, 1991).

Second, the thermalization of lines can also introduce a stabilization (cf. Feldmeier and Owocki, in prep.), whereas in the present approach only scattering events are accounted for.

Both effects, however, are significant only in regions with $v \leq v_{\text{sonic}}$, whereas the supersonic flow remains rather unstable.

Basic Assumptions for (Present) Hydrodynamical Calculations

1-D formulation: In order to investigate the principle processes, the present 1-D treatment is sufficient, as the horizontal instability of the line-force is strongly damped by the line-drag effect (cf. Rybicki, Owocki and Castor, 1990). It should be emphasized, however, that the description of the wind structure in terms of shells extending around the star is entirely an artefact of the restriction to 1-D spherical symmetry. In an actual 3-D wind, such shells are likely to be broken up in "clumps" with a limited angular extent. However, as follows from the presence of the DAC's, a significant fraction of the solid angle subtended by the stellar disk is covered by absorbing material at comparable velocities, which may place a lower limit on the lateral scale of the structure.

Isothermality: Another severe restriction is the isothermal approach, which assumes that the cooling length is small compared with competing length scales. This is certainly not justified for low $\dot{M}$ and large radii, where the cooling length can become comparable to the stellar radius. (For scaling relations, see Krotik and Raymond, 1985; Castor, 1987; Chen and White, 1991; Hillier et al., 1993.) As an example, for a $\dot{M} \approx 3 \cdot 10^{-6} M_\odot/yr$ and $R_* = 20 R_\odot$, the cooling length in our structured model (see below) is quite small compared to the extension of the shells for $r \lesssim 4...5 R_*$, whereas a statement concerning the structure in the outer wind part is not possible at present (cf.§3.3.2).

In order to solve this problem, as well as to investigate the X-ray (+ EUV, cf §2.1) emission of the shocked plasma in the cooling zones, the energy transfer has to be incorporated in the present description. The solution of this problem is well under way; for first results see Cooper and Owocki (1991) and the poster-paper presented by Feldmeier and Puls at this conference.

A Radiation-Hydrodynamics Model

The stellar wind model used here is computed using the radiation-hydrodynamics code described in Owocki, Castor and Rybicki (OCR, 1988), modified for the diffuse radiation force (SSF-formalism; Owocki, 1991), where the assumptions discussed above have been applied. The adopted stellar wind parameters are those for a generic O-type supergiant, $T_{\text{eff}} = 50,000 \, \text{K}$, $R_* = 20 R_\odot$ and $M_* = 50 M_\odot$. For numerical details, see Puls and Owocki (1993).

The initial condition is taken from a corresponding "mCAK" stationary model, obtained with a CAK/Sobolev treatment of the line-force, modified to take proper
account of the finite stellar disk (Pauldrach et al. 1986). The wind parameters are \( \dot{M} = 2.4 \cdot 10^{-6} M_\odot/yr \) and \( v_\infty^{\text{mCAK}} \approx 2,000 \text{km/s} \).

The boundary conditions are as described in OCR, and allow for the introduction of a base perturbation at the lower boundary in the form of an upward-propagating sound wave. For simplicity, this perturbation is assumed here to be sinusoidal with period 10,000 sec. To induce a substantial wind structure that will challenge and test our spectrum synthesis methods, we use a quite large perturbation amplitude of \( \delta \rho / \rho = \delta v / a = 0.25 \), where \( \rho \), \( v \), and \( a \) are the density, velocity, and sound speed. This large amplitude compensates for the line-drag reduction of the instability and thus leads to nonlinear structure relatively close to the wind base \( (r \gtrsim 1.1 R_\ast) \).

Fig. 12 compares the radial variation of density and velocity in the mCAK initial condition (dashed curves) with a snapshot of the structured wind at a fixed, arbitrary time \( t = 60,000 \text{ sec later (solid curves). Note the presence of numerous strong, reverse shocks in which high-speed, very-low-density flow is decelerated as it impacts into relatively slow material that has been compressed into narrow, dense shells. The visual dominance of the high-speed rarefactions in this plot is somewhat misleading, since only very little wind material is accelerated to these high speeds.}

Finally, because the pre-shock material is extremely rarefied, only a small fraction of the gas \( \lesssim 10^{-3} \) is actually shocked which implies that a similar small fraction of the total kinetic energy \( \sim \dot{M}v_\infty^2/2 \approx 10^{-3} L_{Bol} \) goes into shock heating, which thus may explain qualitatively the observed scaling law \( L_x \sim 10^{-7} L_{Bol} \). Note, however, that our present analysis of ROSAT observations imply the observed X-ray luminosity to be considerably smaller than the total emitted one (percentage level, cf. Hillier et al., 1993).
3.3 Spectrum Synthesis in Time-Dependent Simulations

As was pointed out in the introduction, "... one of the most urgent needs is to develop methods to compare more closely predictions from the theoretical simulations with available observational diagnostics, and thereby guide and test the further theoretical development..." (from Owocki, 1990, AG-conference in Berlin on "Accretion and Winds").

This task is the aim of a present collaboration of the Munich and Bartol wind groups. In order to start this project, we have at first to question in how far the transfer in stationary and time-dependent models actually differ.

Roughly, two different processes have to be distinguished:

1. Resonance line transfer
   - Transfer effects are dominating only in distinct regions (→ shells/clumps), as the intershell medium is extremely rarefied.
   - In these regions, the density is larger than in the corresponding stationary models, and the velocity gradient can be negative (cf. Fig. 12).
   - The velocity field is non-monotonic, hence we have to account for the radiative coupling of different locations with a zero difference of projected velocity.

2. Density-squared dependent opacities (Hα, IR, Radio)
   - Due to the clumpiness of the structure, the (both spatial and temporal) average of \(< \rho^2 >\) is larger than \(< \rho >^2\), so that an enhanced emission is to be expected (cf. Abbott et al., 1981; Lamers and Waters, 1984a).

3.3.1 Resonance Line Formation

(For a detailed discussion, see Puls and Owocki, 1993)

Our focus here will be to examine line-diagnostics for which the opacity scales roughly linearly with density (e.g. UV resonance lines). As was pointed out above, the simulation models for these calculations were purposely chosen to contain substantial structure, in order both to challenge and test the methods and to obtain clear effects. They thus define an extreme, rather than a "best-fit" structure model. In addition to the question of the difference with respect to transfer in stationary models, we want to clarify the general requirements for such models to reproduce commonly observed nonstationary features, as the blue-edge variability and the black troughs of saturated lines. (Unsaturated lines and DAC's are not considered here, but cf. Puls and Owocki.) Once reliable techniques for synthesizing observational signatures are at hand, we eventually intend to make more detailed comparisons with observational data, in order to refine these models, and hopefully thereby obtain a clearer picture of the structure of such stellar winds.

The major challenge in synthesizing P-Cygni lines is to determine a consistent source-function that accounts for all radiative couplings, because the shape of the profile for saturated lines is determined by the reemission process. In the following, for reasons of simplicity, we consider only the formation of a resonance singlet and assume the line to be pure scattering. This last assumption allows us to check the precision of our solution, since in this case the equivalent width of the profile (corrected for backscattering onto the stellar core) has to be zero!
Creation of a Black Trough by a *Multiple Non-Monotonic Flow*

(cf. Lucy, 1982 and 1983)

In order to understand better the results of the next section, we want to review briefly how a multiply non-monotonic flow can establish the formation of a black trough. In analogy to Lucy’s (1982a) empirical shock model we assume here that the number of shocks per $\Delta r$ is large, so that the number of radiatively coupled resonance zones $N$ is high. In this so-called “scattering complex” then, all source functions $S_i(\mu v_i = \mu v_1)$, $i = 1,N$ are radiatively coupled, if $N_1$ denotes the first encountered resonance zone irradiated by unprocessed photospheric continuum.

In the limit of large $N$, plane-parallel geometry (which is justified for large $N$) and an optically thick scattering line, it is relatively easy to show (by means of Sobolev theory, but cf. also the derivation by Lucy, 1982) that

$$S_1 \rightarrow \frac{2N}{N+1} S_0^{\text{local}} \rightarrow 2S_0^{\text{local}}$$

$$S_N \rightarrow \frac{2}{N+1} S_0^{\text{local}} \rightarrow 0$$

if $S_0^{\text{local}}$ denotes the purely local source function at the begin of the scattering complex which would be present in the absence of any non-local coupling.

Hence, such a complex (for large $N$) can be treated as one back-scattering zone. Note, however, that the local source function $S_0^{\text{local}}$ can be different from the stationary one due to the presence of the large velocity gradients required to establish such a complex.

The resulting P-Cygni profile has then the following structure: The blue side is completely (plane-parallel geometry) black, as the observer sees here the backside of the scattering complexes. Hence, there are no photons which are scattered into the observer’s direction, so that the absorption trough is not refilled. On the other hand, in the red side we see the receding part of the wind and hence the front side of the complexes, so that here the profile exhibits roughly double the continuum level.

**Radiative Coupling in Shell Models**

From Fig. 12, it is obvious that our hydrodynamical model shows (in addition to the reverse shock structure) a number of differences to the heuristic, nonmonotonic velocity model which influences the quality and strength of the non-local coupling.

- The number of radiatively coupled points is smaller, as the number of shells covering the same range in velocity is low ($N=2..3$).

- In the lower wind region, the velocities are unique, so that no coupling occurs.

- Transfer effects play a rôle primarily inside the shells, which cover an only small spatial extent of the wind, so that the effective scattering area is also small.

- Due to sphericity and the radial separation of the shells, the coupling covers only a small part of the complete solid angle.
Figure 13: Schematic of the mass variation of velocity, showing intrashell couplings at oblique directions $|\mu| \ll 1$ and intershell couplings at nearly radial directions $|\mu| \ll 1$. (From Puls and Owocki, 1993.)

Fig. 13 illustrates the situation for two successive shells, now plotted as function of a mass coordinate, defined here as $m(r) \equiv 4\pi \int \rho(r')r'^2 dr'$.

Note that the high-speed rarefactions now appear as mere spikes, emphasizing that such structures really involve very little material. From this figure, it is obvious that two different kinds of coupling may occur:

- **intrashell** coupling for angles $\mu'_{\text{Max}} < \mu \ll 0$

- **intershell** coupling for angles $1 \leq \mu \leq \mu_{\text{Min}}$, which in the present case is dominating, where

$$\mu_{\text{Min}} = \left(\frac{1}{1 + \Delta v / \Delta r}\right)^{\frac{1}{2}}.$$  

(cf. Puls and Owocki), $\Delta v$ the range of overlapping velocities and $\Delta r$ the separation of the shells (Fig. 13).

From the definition of $\mu_{\text{Min}}$ it is clear that an effective coupling which occurs for $\mu_{\text{Min}} \rightarrow 0$ requires either a large velocity amplitude or a small separation of the shells. As both requirements are not met in our present model (the average value of $<\mu_{\text{Min}}> \approx 0.85$), we cannot expect dramatic intershell effects.

Fig. 14 now shows the profile for a strong line resulting from the consistent source function allowing for all non-local couplings (fully drawn) based on the hydrodynamical snapshot Fig. 12, in comparison to the profile (same line-strength) calculated for the smooth flow with $v_{\text{turb}} \equiv 0$ (dashed, for computational details, see Puls and Owocki). Both profiles have, as theoretically required, an equivalent width of zero.
after correction for back-scattering, indicating the high accuracy of the algorithm. For the same line-strength, we show in Fig. 16 the time series of the profiles emerging from the structured model at ten 1000-sec intervals starting from the snapshot time.

The good news: From Fig. 14, we see that a broad trough is created, which on the bluest side is due to the high velocity components and for low velocities stems primarily from a reduction of the effective scattering area (see above). This reduced emission now is in the right direction for reproducing observed profile shapes, which often show just this "extended region of absorption" at low velocities (cf. Groenewegen and Lamers, 1989, Fig. 2) As a typical example we show in Fig. 15 the NV (λλ 1238,1242) doublet of HD 93250 (O3V). The discussed feature (+ the extended, gradual blue wing) can be reproduced by our model without any adopted "micro"-turbulence, which in typical line-fits (e.g. Hamann,1981; Puls, 1987; Groenewegen and Lamers, 1989) results in values of the order of 10% of \( v_\infty \). Worse, a fit of the "extended absorption" with stationary models would require unreasonably/unphysically high turbulence velocities near the photosphere of the order of several times the sound speed, i.e. supersonic turbulence inside the photosphere, which is in strong contrast to photospheric NLTE analyses and would also shift the emission peak to the red, in contrast to observations. Using alternatively a reasonable (i.e. velocity dependent) turbulence cannot explain this extended absorption (cf. Fig. 15).

From the temporal evolution of the strong line (Fig. 16), we find both the emission and the inner absorption part to show only weak evidence of structure and variability, in agreement with observations. (Note, that these snapshots are additionally averaged because of a finite exposure time.) However, there are quite significant variations at the blue edge, which often extends substantially beyond the
edge for the stationary model.

In contrast to the very sharp edge of the stationary case, the blue edge in the structured model also tends to be quite gradual, implying that there is a range of frequencies over which the wind is only marginally optically thick. The material responsible for this blue-edge absorption must have flow velocities that extend well above the steady-wind terminal speed, but, since the absorption is unsaturated despite the high line-strength, it must have only a low to moderate density. Inspection of plots of structured model velocity and density vs. radius (e.g. Fig. 12) show that such high speed regions are, in fact, often quite low-lying ($r \approx 2 - 3 R_*$). This is thus in quite marked contrast with the usual association of the blue edge in stationary models with the wind's terminal speed.

The bad news: As the blue part in these strong lines is typically filled in with a substantial emission, the P-Cygni profiles for these structured models do not repro-
Figure 17: (a) Overlay of emergent $H_\alpha$-profiles for the structured wind at ten 1000-second intervals beginning at the snapshot Fig. 12. (b) Sequence of $H_\alpha$-observations of $\zeta$Pup (for details, see text, observations by D. Baade, p.c.).

duce very well the black troughs characteristically observed for strong resonance lines. Because of the above reasons and the relatively low outer boundary $R_{\text{max}} \approx 5R_\odot$ (isothermal approach!) in the present model, the possible number of resonances is simply not sufficient to suppress adequately the forward scattered radiation that fills in absorption trough.

In this regard, it is important to emphasize that the particular dynamical parameters chosen here were not aimed specifically at producing such black troughs. Thus, determining whether such dynamical, structured-wind models might, in principle, produce black troughs must await a future, more systematic and extensive parameter study.

3.3.2 Density Squared Dependent Opacities

This section states some preliminary results of a present collaboration (cf. also Owocki, 1992), for details see Puls, Najarro and Owocki (1993, in prep. for Astron. Astrophys. ).

The $\dot{M}$–Indicator $H_\alpha$

By simulating the formation of $H_\alpha$ (incl. HeII blend) in our structured wind model and comparing this to observations, we are able to test the clumping in the lower wind part, because these lines are typically formed in a region with $v_{\text{stat}} \lesssim 0.5v_\infty$. Fig. 17a compares a timeseries of such synthetic profiles with a time series of observations of $\zeta$Pup (Fig. 17b). For the simulations, we adopted NLTE-departure coefficients in analogy to the results from unified models (cf. Gabler et al., 1989).
Figure 18: Emergent IR-flux of different models (see. text) vs. observations (beyond 10 $\mu$ by Lamers et al., 1984 (IRAS), below by Tanzi et al., 1984, (p.c. to H. Lamers.)).

(However differing not drastically from unity). The observations were obtained by D. Baade (p.c.) with the ESO 1.4m telescope and the Coudé spectrograph ($\sim$ 3 observations per night resulting in 33 exposures in total). From a comparison, we find a good agreement in both the shape and the equivalent width. Note, that stationary models need roughly a factor 2 more $\dot{M}$ to obtain the same equivalent width, which is a result of the presence/absence of clumping.

IR-Formation

The analysis of the IR-formation allows us to investigate the clumping in the intermediate part of the wind ($2...10R_*$). Provided the actual wind has a structure comparable to our model, i.e. provided that it consists of dense clumps and an almost void medium in between, it can be shown (cf. Abott et al, 1981; Lamers and Waters, 1984a) that the $\dot{M}$ deduced assuming a stationary flow will overestimate the actual $\dot{M}$ by a "clumping factor" $cf = (\rho^+ / \rho_{stat.})^{0.8}$, if $\rho^+$ denotes the typical density inside the clumps. In Fig. 18, we compare the synthetic IR-flux (fully drawn, based now on a model with $\dot{M} = 3 \cdot 10^{-6}M_\odot/yr$) both with the observations (dots) and the flux arising from stationary models (fully drawn, lowest curve). It is obvious that our clumped model produces much too much flux, which is primarily due to the large average $<cf> \approx 3.6$. However, as indicated by the dashed curve, a model with the same clumping but considerably lower $\dot{M} \approx 1 \cdot 10^{-6}M_\odot/yr$ is almost able to reproduce the observations.
Radio-Formation

One of the most important topics is the formation of the radio emission, as this occurs in the most outer wind part ($r \gtrsim 50R_*$ in case of $\zeta$Pup) and is almost unbiased by any assumption up to the strength of the clumping (Additionally, as shown by Hillier et al. (1993), this is just the region where the observed soft X-rays are emitted.). However, because of limitations in both computing time and in the treatment of energy balance, our hydrodynamical simulations have not yet been extended to this region.

In this context, one has to note that from the diagnostics of stationary models all $\dot{M}$'s derived by the above three methods agree (at least for thermal emitters), i.e.

$$\dot{M}_H \approx \dot{M}_{IR} \approx \dot{M}_{Radio \mid \text{stat.}}$$

(cf. Gabler et al., 1989, Kudritzki et al., 1992). This equality can be reached in principle also for clumped models, provided that the clumping is roughly constant throughout the wind. In this case then, the actual $\dot{M}$ would be smaller than the presently derived one.

On the other hand, if theoretical investigations showed that a clumping is not possible in the outer wind part, then the above equality would imply that the inner wind could also not be very clumped.

4 Conclusions and Future Work

The investigation of resonance line formation in dynamical, structured models of radiatively driven winds shows that the formation is completely different from the formation in stationary models. The calculated profiles look "reasonable" and may explain a number of observational features. A future systematic investigation and parameter study should enable us to provide useful constraints on the geometry and actual structure of hot star stellar winds, at least in the inner, roughly isothermal regions. One of the next steps should incorporate the question of black trough formation, which most probable will require a 2-D treatment in order to simulate a more realistic clump instead of a shell structure.

The simulation of processes involving density squared opacities will become a useful tool to investigate the clumping as function of radius (consider also the sub-mm observations, cf. Leitherer and Robert, 1991), especially in the outer wind parts. However, before this aim can be accomplished, a number of different problems have to be solved. Most important is the incorporation of the energy equation and the consistent treatment of the line force as function of temperature. After results become available, the structure at large radii and the X-ray synthesis should give further insights into the realism of these models.

Not discussed so far is the influence of the different structure on the occupation numbers. Here, the increased density and the hot radiation field emitted by the shocks are competing processes, which have to be considered by detailed NLTE-calculations.

Finally, we have to look for additional diagnostic tools for a further, hopefully unique discrimination between stationary and non-stationary models. One of this tools may be the investigation of IR-lines, which will become possible with the upcoming ISO-mission.
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