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ABSTRACT

We attempt to detect magnetic fields on two weak-emission-line T Tauri stars by searching for the enhancement of the equivalent widths of Zeeman-sensitive absorption lines. For both stars, we synthesize 26 observed Fe I lines, which represent a wide range of Zeeman sensitivities, using an LTE Stokes line-transfer calculation. The theoretical growth of equivalent width with magnetic field is discussed for lines with various Zeeman patterns. Oscillator strengths for all lines are empirically determined a priori using a magnetically quiet star of similar spectral type. The iron abundances of both T Tauri stars are established by synthesizing lines that are insensitive to Zeeman splitting.

We find that the observed equivalent widths of Zeeman-sensitive lines in TAP 35 are systematically enhanced relative to those calculated for no magnetic field, while such an enhancement is not seen in Zeeman-insensitive lines. The excess $W_m$ of Zeeman lines can be explained by a field of $\sim 1000$ G covering the entire surface, or by stronger fields covering proportionately less of the surface. With greater certainty, an upper limit can be placed on the product $B_f < 1500$ G for TAP 35. If fields do cover a significant fraction of the surface, the strength is likely less than 3000 G, based on the lack of Zeeman broadening in the most Zeeman sensitive lines. Our method is not sensitive to the presence of fields in dark starspots. No Zeeman enhancement of line equivalent widths is seen in TAP 10, which provides an upper limit to its magnetic flux of $B_f < 700$ G. This magnetic nondetection is consistent with the apparently weaker chromospheric activity on that star as measured by the Ca II infrared triplet emission.

Subject headings: stars: magnetic fields — stars: pre-main-sequence

1. INTRODUCTION

Many characteristics of pre-main-sequence stars suggest the presence of surface magnetic fields. Spectroscopically, T Tauri stars (TTS) exhibit a wide variety of emission lines such as Hz, Ca II H and K, and Fe II at optical wavelengths, as well as lines of Mg II, Si I, C IV, S IV, and He II in the UV, all reminiscent of the spectrum of active magnetic regions on the Sun (see Herbig 1970; Imhoff & Giampapa 1982). These lines must form above the photosphere in gas at $10^7$-10$^8$ K that is heated by some nonradiative heating process, perhaps related to magnetic fields. The weak-emission T Tauri stars (WTTS) the emission lines are narrow ($<50$ km s$^{-1}$) and deep chromosphere models are successful in reproducing the observed line fluxes and continua. Supporting this, the absorption spectra of moderate TTS, when divided by spectra of normal main-sequence stars, show filling-in ("veiling") by amounts explainable with a deep chromospheric source function (Finkenzeller & Basri 1987). Since WTTS show no signs of a wind or accretion disk, it is reasonable to suspect that the lines all arise from a magnetically heated chromosphere similar to active regions on the Sun. The WTTS UV line fluxes are typically 10-50 times solar levels, which suggests a corresponding enhancement in the magnetic fields on WTTS relative to the Sun, of which only $\sim 2\%$ of the surface is covered by kilogauss fields. Thus one might expect TTS to contain kilogauss magnetic fields covering a large fraction of their surfaces.

Another magnetic indicator for WTTS is their X-ray luminosity which is $\sim 10^3$ times solar, indicative of strong coronae (Walter 1987). Indeed, X-ray luminosity for TTS correlates well with rotation (Bouvier 1990), as expected if coronal heating depends (via MHD dissipation) on surface magnetic fields generated in a dynamo. Optical photometric variations in WTTS (typically $\sim 0.2$ mag) have been attributed to cool starspots with surface filling factors of 0.1-0.4 (e.g., Vrba et al. 1989). Finally, many WTTS show short time-scale flarelike variability in X-rays (Montmerle et al. 1983) and radio emission (Cohen & Bieg 1986) which, in the absence of significant boundary-layer emission from these weak-lined stars, indicates that the emission source is close to the surface, presumably in magnetic regions. Indeed, the short time-scale variability in X-rays from WTTS is thought to be inconsistent with thermal bremsstrahlung (Feigelson 1987) but rather requires some nonthermal injection of energy, perhaps magnetic.

The more active classical TTS may also contain a deep chromosphere, but its emission may be overwhelmed by that due to accretion and/or outflow. The solar analogy is inadequate for the formation of some of the CTTS emission lines since the widths and strengths of some, notably broad Hz, Ca II, and Mg II, cannot be reproduced theoretically in the context of a "deep chromosphere" (Cram 1979; Calvet, Basri, & Kuh 1984), thus casting doubt on magnetic fields as the energy source for the heating. Doubt also arises owing to the lack of correlation between Hz emission and rotation in TTS as would be expected if a dynamo generates the magnetic fields (Hartmann et al. 1986). Clearly, lines of Hz, Ca II, and Mg II, when broad, $\sim 500$ km s$^{-1}$, originate in a more extended dense circumstellar region.

Magnetic fields on TTS have been invoked to explain many phenomena. In addition to those cited above as possible evidence of magnetic fields, they figure prominently in current explanations of the angular momentum and mass loss from
The data were reduced in a standard way: the raw CCD images were divided by normalized flat-field exposures of an incandescent lamp, corrected for scattered light by subtracting the signal between orders, mashed into 54 individual spectral orders, and wavelength-calibrated using exposures of a Th-Ar lamp. A representative sample of the spectra near the Zeeman-sensitive line 18468, is shown in Figure 1.

We searched the echelle format for Fe i absorption lines amenable to measurement of equivalent width, rejecting lines that were either too weak or blended. We used the lists of Solanki & Stenflo (1985), augmented by our own calculations of Landé g factors for clean lines. The spectral coverage of the echelle is incomplete, especially at longer wavelengths. We then selected and rejected lines by visual inspection of both TTS spectra to assess the effects of the considerable rotational broadening which promotes blends and suppresses the pseudo-continuum. The final list of 26 lines is given in Table 1, which gives wavelength, excitation of the lower level, oscillator strength (gf), and Landé g value, and the number of Zeeman components. The Landé g factor given is the “effective” factor, a weighted sum of the splittings of the components that persist for a magnetic field aligned along the line of sight, computed with straight LS coupling. The last column, to be discussed below, gives the ratio of calculated equivalent widths at $B = 1000$ G and $B = 0$ G and represents a measure of the sensitivity of $W_{\text{eq}}$ to magnetic fields.

We carefully measured the equivalent width of each line in all stars by the following procedure. For TAP 35, the continuum level was determined by eye on both the left and right sides of the line, and a straight line was drawn between the two, under which the area of the line was computed by numerical integration. The continuum placement for such a rotationally broadened spectrum is subject to errors of several percent because of pervasive weak lines. The resulting measurements of images were divided by normalized flat-field exposures of an incandescent lamp, corrected for scattered light by subtracting the signal between orders, mashed into 54 individual spectral orders, and wavelength-calibrated using exposures of a Th-Ar lamp. A representative sample of the spectra near the Zeeman-sensitive line 18468, is shown in Figure 1.
\[ W_{eq} \] can be in error by as much as 10% and are systematically underestimated due to this effect. To achieve consistent continuum placement for a particular line in all stars, we preserved plots showing the continuum placements for TAP 35 so that identical placement could be employed for all other stars. We found that any "automatic" algorithm for continuum determination occasionally erred owing to the rotational broadening of the main-sequence stars being weak and the nonuniform density of neighboring lines. We are therefore more confident of the relative accuracy of line measurements within our sample, and less confident of their absolute accuracy.

Before carrying out the measurement of equivalent widths for the main-sequence stars, we convolved their spectra with the rotational broadening function (Gray 1976) so that the continuum placement and weak blends affected the measurements in the same way as with TAP 35. No artificial broadening of the TAP 10 spectrum was necessary because of its intrinsic rotational broadening. The resulting broadened spectra of the main-sequence stars were remarkably similar to that of TAP 35, although the Fe lines were clearly weaker in \( \tau \) Ceti, an old disk star. The final measured equivalent widths are given in Table 2.

### Table 1

**Lines Used in Zeeman Analysis**

<table>
<thead>
<tr>
<th>Wavelength (Å)</th>
<th>( Z_n ) (eV)</th>
<th>( \log (gf) )</th>
<th>Landé ( g )</th>
<th>Zeeman Components</th>
<th>( W_{eq}(1 \text{kG}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5322.04</td>
<td>2.31</td>
<td>-3.03</td>
<td>0.667</td>
<td>15</td>
<td>1.048</td>
</tr>
<tr>
<td>5434.52</td>
<td>1.0</td>
<td>-2.47</td>
<td>0.000</td>
<td>3</td>
<td>1.000</td>
</tr>
<tr>
<td>5506.78</td>
<td>1.00</td>
<td>-3.02</td>
<td>2.000</td>
<td>15</td>
<td>1.071</td>
</tr>
<tr>
<td>5576.09</td>
<td>3.47</td>
<td>-0.85</td>
<td>0.000</td>
<td>3</td>
<td>1.000</td>
</tr>
<tr>
<td>6065.48</td>
<td>2.64</td>
<td>-1.71</td>
<td>0.667</td>
<td>3</td>
<td>1.009</td>
</tr>
<tr>
<td>6173.34</td>
<td>2.25</td>
<td>-3.00</td>
<td>2.500</td>
<td>3</td>
<td>1.178</td>
</tr>
<tr>
<td>6180.22</td>
<td>2.7</td>
<td>-2.74</td>
<td>0.625</td>
<td>21</td>
<td>1.047</td>
</tr>
<tr>
<td>6254.26</td>
<td>2.30</td>
<td>-2.10</td>
<td>1.500</td>
<td>3</td>
<td>1.049</td>
</tr>
<tr>
<td>6265.13</td>
<td>2.20</td>
<td>-2.55</td>
<td>1.583</td>
<td>19</td>
<td>1.102</td>
</tr>
<tr>
<td>6270.24</td>
<td>2.89</td>
<td>-2.71</td>
<td>0.500</td>
<td>3</td>
<td>1.011</td>
</tr>
<tr>
<td>6380.75</td>
<td>4.23</td>
<td>-1.49</td>
<td>0.667</td>
<td>3</td>
<td>1.018</td>
</tr>
<tr>
<td>6677.99</td>
<td>2.72</td>
<td>-1.47</td>
<td>1.100</td>
<td>27</td>
<td>1.033</td>
</tr>
<tr>
<td>6703.57</td>
<td>2.79</td>
<td>-3.23</td>
<td>0.900</td>
<td>3</td>
<td>1.024</td>
</tr>
<tr>
<td>6704.48</td>
<td>4.27</td>
<td>-1.55</td>
<td>0.250</td>
<td>9</td>
<td>1.064</td>
</tr>
<tr>
<td>7491.68</td>
<td>4.28</td>
<td>-1.10</td>
<td>1.500</td>
<td>9</td>
<td>1.167</td>
</tr>
<tr>
<td>7507.30</td>
<td>4.29</td>
<td>-1.22</td>
<td>1.167</td>
<td>15</td>
<td>1.074</td>
</tr>
<tr>
<td>7568.93</td>
<td>4.26</td>
<td>-0.70</td>
<td>1.500</td>
<td>15</td>
<td>1.095</td>
</tr>
<tr>
<td>7583.80</td>
<td>3.05</td>
<td>-1.99</td>
<td>0.833</td>
<td>15</td>
<td>1.038</td>
</tr>
<tr>
<td>7586.04</td>
<td>4.29</td>
<td>-0.26</td>
<td>1.300</td>
<td>27</td>
<td>1.051</td>
</tr>
<tr>
<td>7780.59</td>
<td>4.45</td>
<td>-0.13</td>
<td>0.833</td>
<td>15</td>
<td>1.023</td>
</tr>
<tr>
<td>8387.77</td>
<td>2.20</td>
<td>-1.35</td>
<td>1.500</td>
<td>15</td>
<td>1.060</td>
</tr>
<tr>
<td>8468.40</td>
<td>2.25</td>
<td>-2.19</td>
<td>2.500</td>
<td>3</td>
<td>1.232</td>
</tr>
<tr>
<td>8611.81</td>
<td>2.88</td>
<td>-1.90</td>
<td>1.500</td>
<td>3</td>
<td>1.125</td>
</tr>
<tr>
<td>8621.61</td>
<td>2.94</td>
<td>-2.21</td>
<td>1.200</td>
<td>3</td>
<td>1.086</td>
</tr>
<tr>
<td>8757.19</td>
<td>2.88</td>
<td>-1.87</td>
<td>1.500</td>
<td>3</td>
<td>1.130</td>
</tr>
<tr>
<td>8764.00</td>
<td>4.63</td>
<td>-0.02</td>
<td>0.667</td>
<td>3</td>
<td>1.023</td>
</tr>
</tbody>
</table>

3.1. Oscillator Strengths

Preliminary choices for oscillator strengths were taken from Fuhr, Martin, & Wiese (1987), many of which are based on the Oxford work (e.g., Blackwell, Petford, & Simmons 1982). Unfortunately, use of these \( gf \)-values and the HM solar atmosphere (in LTE) leads to discrepancies between calculated and observed (Kurucz et al. 1984) equivalent widths of several percent. The disagreement is correlated with line strength and
excitation potential, such that the model equivalent widths grow too quickly. Use of these gf-values with a solar atmosphere scaled to another effective temperature (we tried 61 UMa and τ Ceti) leads to even larger discrepancies. We conclude that the HM model is inconsistent with laboratory gf-values. This is understandable, since the HM atmosphere was derived without using any laboratory gf-values. Its gf-values actually have the same atmospheric structure. This is understandable, since the HM model is inconsistent with laboratory gf-values. Its gf-values are correct is to construct a model stellar atmosphere for 61 UMa, giving log (Fe/H) = −4.53. All line transfer calculations were done using the HM solar atmosphere scaled to T eff = 5250 and log (g) = 4.65. We did not try to adjust the abundances in the calculation of gas pressures or continuum optical scales, as work by Arribas & Crivellari (1989) has shown this to be of minor importance.

We then determined gf-values for all lines (including those having lab determinations) by synthesizing each for a range of trial gf-values and determining that value which yielded agreement between calculated and observed equivalent width. These empirical gf-values are tied to the lab values because the adopted iron abundance of 61 UMa was determined using lab values only. The final empirical gf-values, given in Table 1, scatter relative to the lab values by 0.2 dex. For two of the lines, λλ5434, 6270, the equivalent widths in 61 UMa were not measured because they were Doppler-shifted off the CCD. For these two lines, we simply adopted the lab gf-values from Fuhr et al. (1987).

These empirical gf-values raise several issues. First, their discrepancies relative to lab values are due to inadequacies both in the scaled model atmosphere for 61 UMa and in the assumption of LTE (in addition to errors in the measured equivalent widths.) These gf-values should best be considered “effective” values, since they represent the appropriate values to employ when using our imperfect scaled atmospheres in LTE and are based on equivalent widths which include blends and are measured with a continuum placement influenced by rotational broadening. In this sense, they may be preferred over lab values in an analysis using atmospheres similar to our 61 UMa model and with data like ours. However, these effective gf-values might well be inadequate if one uses them with stars having very different broadening or T eff. All six stars in

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>τ Ceti</th>
<th>61 UMa</th>
<th>ξ Boo A</th>
<th>ε Eri</th>
<th>TAP 10</th>
<th>TAP 35</th>
</tr>
</thead>
<tbody>
<tr>
<td>5322.04</td>
<td>0.057</td>
<td>0.052</td>
<td>...</td>
<td>0.078</td>
<td>0.075</td>
<td>0.083</td>
</tr>
<tr>
<td>5434.52</td>
<td>0.219</td>
<td>0.256</td>
<td>...</td>
<td>0.247</td>
<td>0.204</td>
<td>0.222</td>
</tr>
<tr>
<td>5506.78</td>
<td>0.147</td>
<td>0.179</td>
<td>0.178</td>
<td>0.260</td>
<td>0.178</td>
<td>0.228</td>
</tr>
<tr>
<td>5576.09</td>
<td>0.131</td>
<td>0.166</td>
<td>0.161</td>
<td>0.205</td>
<td>0.149</td>
<td>0.164</td>
</tr>
<tr>
<td>6065.48</td>
<td>0.127</td>
<td>0.153</td>
<td>0.148</td>
<td>0.197</td>
<td>0.139</td>
<td>0.170</td>
</tr>
<tr>
<td>6173.34</td>
<td>0.065</td>
<td>0.083</td>
<td>0.082</td>
<td>0.099</td>
<td>0.087</td>
<td>0.113</td>
</tr>
<tr>
<td>6180.22</td>
<td>0.051</td>
<td>0.076</td>
<td>0.071</td>
<td>0.089</td>
<td>0.075</td>
<td>0.096</td>
</tr>
<tr>
<td>6254.26</td>
<td>0.122</td>
<td>0.165</td>
<td>0.152</td>
<td>0.169</td>
<td>0.159</td>
<td>0.186</td>
</tr>
<tr>
<td>6270.24</td>
<td>0.093</td>
<td>0.115</td>
<td>0.110</td>
<td>0.141</td>
<td>0.110</td>
<td>0.149</td>
</tr>
<tr>
<td>6300.75</td>
<td>0.046</td>
<td>...</td>
<td>...</td>
<td>0.078</td>
<td>0.060</td>
<td>0.073</td>
</tr>
<tr>
<td>6380.75</td>
<td>0.039</td>
<td>0.062</td>
<td>0.056</td>
<td>0.067</td>
<td>0.062</td>
<td>0.076</td>
</tr>
<tr>
<td>6677.99</td>
<td>0.146</td>
<td>0.178</td>
<td>0.175</td>
<td>0.246</td>
<td>0.173</td>
<td>0.196</td>
</tr>
<tr>
<td>6703.57</td>
<td>0.029</td>
<td>0.050</td>
<td>0.046</td>
<td>0.061</td>
<td>0.045</td>
<td>0.061</td>
</tr>
<tr>
<td>6704.48</td>
<td>0.035</td>
<td>0.061</td>
<td>0.056</td>
<td>0.066</td>
<td>0.055</td>
<td>0.068</td>
</tr>
<tr>
<td>7491.68</td>
<td>0.061</td>
<td>0.090</td>
<td>0.083</td>
<td>0.102</td>
<td>0.083</td>
<td>0.112</td>
</tr>
<tr>
<td>7507.30</td>
<td>0.053</td>
<td>0.085</td>
<td>0.072</td>
<td>0.102</td>
<td>0.073</td>
<td>0.084</td>
</tr>
<tr>
<td>7568.93</td>
<td>0.091</td>
<td>0.101</td>
<td>0.096</td>
<td>0.134</td>
<td>0.108</td>
<td>0.137</td>
</tr>
<tr>
<td>7583.80</td>
<td>0.083</td>
<td>0.101</td>
<td>0.094</td>
<td>0.122</td>
<td>0.099</td>
<td>0.121</td>
</tr>
<tr>
<td>7586.04</td>
<td>0.129</td>
<td>0.165</td>
<td>0.151</td>
<td>0.199</td>
<td>0.167</td>
<td>0.189</td>
</tr>
<tr>
<td>7780.59</td>
<td>0.129</td>
<td>0.170</td>
<td>0.159</td>
<td>0.204</td>
<td>0.152</td>
<td>0.174</td>
</tr>
<tr>
<td>8387.77</td>
<td>0.264</td>
<td>0.319</td>
<td>0.276</td>
<td>0.386</td>
<td>0.242</td>
<td>0.288</td>
</tr>
<tr>
<td>8468.40</td>
<td>0.137</td>
<td>0.167</td>
<td>0.169</td>
<td>0.220</td>
<td>0.208</td>
<td>0.224</td>
</tr>
<tr>
<td>8611.81</td>
<td>0.108</td>
<td>0.127</td>
<td>0.124</td>
<td>0.150</td>
<td>0.125</td>
<td>0.163</td>
</tr>
<tr>
<td>8621.61</td>
<td>0.082</td>
<td>0.091</td>
<td>0.085</td>
<td>0.119</td>
<td>0.095</td>
<td>0.113</td>
</tr>
<tr>
<td>8757.19</td>
<td>0.112</td>
<td>0.135</td>
<td>0.125</td>
<td>0.172</td>
<td>0.122</td>
<td>0.178</td>
</tr>
<tr>
<td>8764.00</td>
<td>0.130</td>
<td>0.175</td>
<td>0.167</td>
<td>0.219</td>
<td>0.143</td>
<td>0.149</td>
</tr>
</tbody>
</table>
this study, including the WTTS, have adopted $T_{\text{eff}}$ between 4900 and 5500 K, straddling that adopted for 61 UMa (G8V): 5250 K.

We tested the integrity of the effective gf-values by attempting to synthesize lines in $\xi$ Boo A (G8V), $\tau$ Ceti (G8V, but low metallicity), and in $\epsilon$ Eri (K2V). For $\xi$ Boo A, the observed and calculated equivalent widths of magnetically insensitive lines agreed to within 5% rms. The derived iron abundance was log (Fe/H) = -4.55. For $\epsilon$ Eri, there was 8% scatter, with log (Fe/H) = -4.41. The abundances derived here differ from those in Paper II, since there we used a single line to get them: $\lambda$7748. We also checked the effect of lowering the gravity for $\epsilon$ Eri to log ($g$) = 4.0 from 4.65. This increased the scatter to 10%. It appears that for atmospheric models somewhat different than that used to derive the gf-values, the ability of these gf-values to predict equivalent widths is compromised, with errors of up to 10%.

We also attempted to derive gf-values using $\tau$ Ceti, adopting atmospheric parameters for it from the fine analysis by Arribas & Crivellari (1989). Using their value of iron abundance and the lab gf-values, the calculated equivalent widths come out systematically too low by $\sim$20%. A similar effect in the same direction was found by Arribas & Crivellari (1989) when they used the HM solar model. We derived a new iron abundance for $\tau$ Ceti which, when using lab gf-values and scaled HM atmosphere, yielded calculated equivalent widths that agreed on average with those observed. The final Fe abundance for $\tau$ Ceti was log (Fe/H) = -4.81 [compared with the solar value log (Fe/H) = -4.5]. The gf-values derived here from $\tau$ Ceti were not as effective in reproducing the equivalent widths for $\xi$ Boo A as those derived from 61 UMa, with an rms scatter of 8%. Therefore, we used only the latter gf-values.

### 3.2. Stellar Parameters

One of the difficulties in studying line formation in TTS is that the stellar parameters needed to do a model atmospheric analysis are themselves poorly known, as well as the structure of the atmosphere itself. Spectral types of the WTTS were given by Walter et al. (1988), based on their colors and the appearance of the low dispersion spectrum. Although this is not likely to be a very precise procedure, we have no reason to doubt its basic accuracy. At the time we made the observations, we also observed two subgiants with the same spectral classes as given for the WTTS, hoping to use them as null stars and to check the spectral typing. As discussed by Basri & Batalha (1990), it turns out that subgiants are not good standards for TTS. We see the same problems here: the line strengths were all clearly too large in the subgiants compared to the TTS, and attempts to check the spectral types with temperature-sensitive line ratios were inconclusive. It is clear that main-sequence stars would have been better, and we are now accumulating a good set of standards to use at high resolution.

We decided instead to check that we had more or less the right atmosphere by studying the behavior of magnetically insensitive lines of varying excitation potentials as a function of effective temperature. Our test was simply to study the difference between observed and calculated equivalent widths versus excitation potential. One expects a slope (low excitation lines weak compared to high, or vice versa) when the temperature is too hot (or cold), and no slope when the temperature is correct. This check was made after determining the abundance at each temperature which gave the lowest overall scatter between observed and calculated equivalent widths for Zeeman insensitive lines regardless of excitation potential. We saw the expected behavior with effective temperature and were able to select temperatures with an internal error of 200 K or so. This test yielded a temperature of 5200 K for TAP 35. That is somewhat higher than the 4900-5000 K predicted by the spectral type of K1. The same test for TAP 10 yielded 5300 K which is a little low compared to its spectral type. We conclude that in order to obtain a precise spectral type from high dispersion line measurements, a good deal more work and a different (more temperature sensitive) set of lines will be required. We therefore tested our magnetic analyses with temperatures covering the plausible range for each star.

We actually ran a grid of both abundance and temperature for all our lines. This allowed us to select the best abundance after finally fixing temperature. Again we restricted ourselves to the insensitive lines, and we demanded that the average discrepancy between computed and observed equivalent widths be minimized. This led to log (Fe/H) = -4.21 for TAP 35 and -4.45 for TAP 10. All these calculations were done with the gravity arbitrarily set at log ($g$) = 4.0. Gravity is much more poorly known than effective temperature for TTS, as both the evolutionary tracks and observational determinations of stellar parameters are subject to uncertainty due to the possible past or current effects of disk accretion (e.g., Hartmann & Kenyon 1990), although this problem is less severe for the WTTS. The gravity should be lower than solar since the radii are likely to be larger and masses smaller for typical TTS, but it is also clear that it is probably not as low as in classical subgiants (because of the spectral discrepancies). We elected not to make gravity a real parameter, but instead checked at the end that our magnetic detection was not an artifact of choosing the wrong gravity.

The only stellar parameter that was easily and accurately determined is the projected rotation velocity. We selected a few clean nonmagnetic lines and spun up a standard star (making sure the lines had the same strength in it by scaling) until each profile was a very good fit to the observed WTTS profile. We were easily able to see which velocity worked best to within 1 km s$^{-1}$, since the rotation for these stars contributed more broadening than the spectrometer instrumental profile. The results were 17 km s$^{-1}$ in TAP 35 and 12 km s$^{-1}$ in TAP 10. These agree reasonably well with the results in Walter et al. (1988); ours are to be preferred since our data are of much higher quality.

### 3.3. Magnetic Curve of Growth

The transfer of line radiation in a magnetic field has recently been summarized by Jefferies, Lites, & Skumanich (1989). They redevelop in a complete and straightforward manner the transfer of the Stokes components of polarized radiation. In this work we only observe the intensity component, but it depends on the $Q$ and $V$ components as well (we have not included magneto-optic effects). We are searching for excess equivalent width in Zeeman sensitive lines over that seen in insensitive lines. Before we begin we must find a useful measure of magnetic sensitivity in this context. The effective Landé $g$ factor is inadequate because we are not directly measuring the splitting of the components. The equivalent width of the final intensity profile of partially Zeeman-split lines is complicated by three issues. In increasing order of importance they are the polarization of the different Zeeman components, the extent to which individual components are "saturated" by themselves, and the total number and overlap of components (at a given magnetic
field strength). Regarding the first issue, we note that at any wavelength there may be a superposition of various Zeeman components, each capable of absorbing either linear or circularly polarized light. The extent to which they are present at a given wavelength depends on the Zeeman structure of the line, the magnetic field, and the line-of-sight angle.

The next important factor is the strength of individual components of a given polarization, once fully separated. To illustrate, consider two limiting cases. First, suppose we have a weak line on the linear portion of the curve of growth. The total equivalent width is independent of the extent to which the Zeeman components overlap, since even with zero field the individual opacities summed together do not saturate the line. Its equivalent width is therefore unaffected by magnetic fields, regardless of the line's effective Landé $g$ factor! The Landé $g$ factor does determine at what field strength Zeeman broadening of the line profile becomes detectable. At the other extreme, consider a strong line well into the flat portion of the curve of growth, in which many of the Zeeman components would be saturated even if by themselves. Now the total equivalent width of the line is extremely sensitive to the extent of overlap of the Zeeman components. When they overlap, the opacity provided by a single component has little additional effect on the total equivalent width. But when the components separate, each individual component adds nearly the equivalent width that was present in the null field (fully overlapped) case. In this extreme, the equivalent width of a strong fully separated line increases by a factor nearly equal to the number of components. In an intermediate case, the individual components end up much less deep than the null field line when separated, so the increase in equivalent width gained by separating the components (which makes the line cover a larger span of wavelength) is reduced by the effect of the components becoming shallower. This effect can be severe in some cases; it is severe for the lines chosen here in atmospheres below 4000 K. Which behavior is seen in a given case depends on a number of complicated factors and cannot be predicted solely on the basis of intrinsic line strength; the temperature gradient in the region of line formation is also quite important, for example.

The result is that equivalent width enhancement of a flux profile due to the Zeeman effect depends not only on the Landé $g$ factor (which governs how much an individual component will shift at a given field strength) but also on the distribution and number of the $\pi$ and $\sigma$ Zeeman components over the profile. Note that quoted Landé $g$ factors are usually weighted averages of the $g$ factors for all the components, making it more difficult to assess how the line will grow based on that one number. As noted above, this growth also depends on the intrinsic strength of the line components, and furthermore will be different for different view angles. A detailed calculation is therefore required to fully predict the strength of the emergent flux profile.

There are three regimes of behavior for the equivalent width. In the case that the Zeeman splitting is small relative to the Doppler core width, the components are fully resolved. In this regime, $dW_{eq}/dB$ is as large as possible. Finally, when the Zeeman splitting becomes much greater than the Doppler core width the components are fully saturated. At any point a further increase in $B$ merely moves the components further apart from each other with no further increase in the total equivalent width. In this regime, $dW_{eq}/dB$ becomes zero. Thus, the “magnetic curve of growth” looks more like the relation between exposure and density for photographic film than it does the classical curve of growth for spectral lines.

The field strength at which $dW_{eq}/dB$ is greatest depends on the integrated “desaturation” of all of the Zeeman components that compose the line. Even lines with relatively low Landé $g$ factors will, at some high field strength, achieve large values of $dW_{eq}/dB$ (unless they are too weak). The above discussion implies that the amount of growth of a line depends more on the number of Zeeman components than on the effective Landé $g$ value. Many atomic lines are composed of 10–20 Zeeman components thus permitting quite large increases in the equivalent width due to Zeeman broadening. For field strengths greater than ~2 kG in cool stars, the factor that typically dominates the growth in equivalent width is the number of Zeeman components, not the effective Landé $g$ factor. We have calculated the “magnetic curve of growth” for all of our lines in a G8V atmosphere, and six representative cases are shown in Figure 2. This figure shows the fractional increase of the equivalent width (over the zero field case) as a function of $B$. Each line has a “toe” at small field strengths, a regime of rapid growth with increasing field strength, and a plateau which occurs for large field strengths, as explained above. For most lines, this plateau occurs at larger field strengths than are shown, since they have Landé $g$ factors less than 2.

The line exhibiting the largest growth at 5 kG is $\lambda$7491, which has doubled its equivalent width. (Note that we are referring to a field filling factor of unity.) It does so because of its modestly high Landé $g$ factor, 1.5, and its relatively large number (9) of reasonably strong Zeeman components. The line $\lambda$8468 exhibits a rapid increase in equivalent width at rather small field strengths owing to its large Landé $g$ factor (2.5) but ultimately does not grow as much as $\lambda$7491 because it has only three components. Note that $\lambda$6704, with a low Landé $g$ factor of 0.25, nonetheless exhibits greater relative growth than $\lambda$8468.
at 5 kG owing to its nine components. The line \( \lambda 6173 \) grows less than \( \lambda 8468 \) despite their identical Landé \( g \) factors because it is less saturated (weaker) and so the competing effects mentioned above limit its growth. The line \( \lambda 6270 \), shown at bottom, grows very little owing to its small Landé \( g \) factor (0.5) and its few components (3). Finally, \( \lambda 6677 \) is at first puzzling because it grows so little despite having a modest Landé \( g \) factor (1.1) and 27 (!) components. The reason for this odd behavior is that the 27 components are actually bunched rather closely together into three clumps, thus causing them to overlap and the line to remain saturated at 5 kG.

Because of these effects, a “magnetic sensitivity index” \( (S_B) \) for each line at a given field strength can be calculated by taking the calculated ratio of \( W_{eq} \) at that field to \( W_{eq} \) with no field, i.e., \( S_{1000} = W_{eq}(1 \text{ kG})/W_{eq}(0) \). This index depends (weakly) on the atmosphere under consideration, and we determine it using the TAP 35 atmosphere. Lines of highest sensitivity have \( S_{1000} \) of 1.15–1.20 (i.e., \( \lambda \lambda 6173, 7491, 8468 \)), indicating that increases of 15%–20% will occur in kilogauss fields. This demonstrates the extent to which pervasive kilogauss fields are detectable by this technique and also indicates the accuracy which the measurements and modeling must achieve.

4. ZEEMAN ANALYSIS

4.1. Magnetic Measurement

Having measured a set of absorption lines and chosen their oscillator strengths, and having selected initial stellar parameters (as described in § 3), we are now in a position to try to determine the magnetic flux. The analysis by this point is actually quite simple. We run a grid of calculations for each line using the chosen temperature, abundance, and atmospheric structure in which we vary the magnetic field from zero to a chosen maximum value. For each field value, we obtain the equivalent width in each line. The ordinate of a diagnostic plot can then be computed as the ratio of an observed equivalent width to the calculated width with no magnetic field. It is directly comparable to the magnetic sensitivity index used as the abscissa, namely, \( S_B \). One must choose a value of the field for the index, since the behavior of the equivalent widths of the lines depends on the field strength, line strength, and Zeeman structure of each line as described in the last section. We selected 1000 G after obtaining an initial estimate of what fields were apparently present. Thus, our index is \( S_{1000} = W_{eq}(B = 1000)/W_{eq}(B = 0) \) as determined for each line by calculation; this is given in column (6) of Table 1.

For comparison we also show fits to the calculated ratios of \( W_{eq} \) at different field strengths to that for no field. With \( S_{1000} \) as abscissa, the zero field fit is a line with zero slope and unit intercept, and the 1000 G fit has unit slope and zero intercept. The shape of the curves at other field strengths depends on the details of the behaviors of the lines chosen, as discussed in § 3. The curves provided are actually quadratic fits to the results for the actual lines being used, which scatter somewhat about a smooth curve because of their individual behaviors.

The presence of a magnetic field is seen if the plotted points increase with \( S_{1000} \), with a scatter not larger than that given by the low-sensitivity lines. Such lines have ratios which cluster near unity, of course, since their equivalent widths are not sensitive to the field. The observed ratios may differ from unity because of errors in the oscillator strength, measured equivalent width, and/or atmospheric parameters, and the sensitive lines should suffer from similar errors (as these are independent of the field). The existence of a trend in the magnetic diagnostic plot can only be due to a magnetic field, so long as the sensitive lines have the same response, on average, to errors in the model as the insensitive lines. This can be checked by plotting magnetic sensitivity against those line parameters which would respond to errors in abundance or temperature. In Figure 3 we show that the magnetic sensitivity in our lines is not a function of either \( W_{eq} \) or excitation potential. Furthermore the line excitation potentials are all between 2 and 5 eV, so they are not extremely sensitive to temperature changes in G and K stars. This makes it unlikely that a slope seen in the magnetic diag-

![Fig. 3a](image-url)

**Fig. 3a**—(a–b) Two demonstrations that our line samples should not be sensitive to atmospheric parameters in the magnetic diagnostic diagrams. Panel a shows that the excitation potential of the lower levels of the lines is uncorrelated with magnetic sensitivity (the factor \( S_{1000} \) is explained in the text). Panel b shows that the line strength (observed equivalent widths in TAP 35) is also uncorrelated with magnetic sensitivity.
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= 12%, the line weakening is relatively severe for such lines
and easily overwhelms any Zeeman enhancement. Since we do
not use such temperature-sensitive lines in our method, we
eliminated them from the list of Brandt & Solanki and pro-
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-000), the Zeeman enhancement in the
plage is clearly evident. The small amount of the enhancement
is consistent with the relatively low magnetic flux that should
be there. Note that the ordinate is not quite analogous to what
we use in our stellar analyses in that the numerator and
denominator represent differences in thermal structures. None-
theless, the Zeeman enhancement of line equivalent widths is
apparent.

We also tried to perform our analysis directly on resolved
solar observations we made with the Hamilton. In those cases
we could not control how much contamination by quiet, plage,
and sunspot regions were in each spectrum. A spot was clearly
in our spot spectrum, and both it and our plage spectrum had a
strong reversal in the Ca II IR triplet (stronger than in TAP 35).
We do not present plots of the results because we do not really
know what they should look like, given the unknown contami-
nation effects. Suffice it to say that the plage plot looks a lot
like our TAP 10 result, and the spot plot looks a lot like our
TAP 35 result (both discussed below). This test therefore is
consistent with the proposition that the method works, but
does not add extra conviction. We also tried the method on an
FTS umbral spectrum (kindly provided through NSO by M.
Giammappa). The main thing we learned from it is that a differ-
ent set of diagnostic lines is required to do very cool atmos-
pheres well, because of the behavior of the magnetic curve of
growth discussed in the last section. A more detailed discussion
of this will appear in a subsequent paper in which we study late
K and M stars. What can be said is that the observed results
were again consistent with the effect we calculate.

We then checked to see if ξ Boo A had a field detectable by
this method. Its diagnostic plot is given in Figure 5a. Two
things are clear: the level of scatter is fairly small compared
with the effects of say, a 1500 G field covering the whole star,
and there is little evidence of a positive slope, i.e., no convinc-
ing field detection. Indeed, the scatter is barely larger than the
measurement error which is a testament to the similarity
between ξ Boo A and the star which was used to calibrate the
line strengths: 61 UMa. Since the latter is relatively inactive,
this calibration should not have substantially reduced the
sensitivity of this method to magnetic fields by masking them
in the determined atomic strength of the sensitive lines. We can
estimate the lower detection limit by finding what flux would
yield a 1 σ deviation from zero at the right edge of the plot.
This corresponds to Bf ≤ 500 G, which is compatible with our
determination for this star in Marcy & Basri (1989). The reason
for our lower sensitivity here is that we are relying only on
equivalent width changes, instead of using the information in
the line shape itself as before. The loss of sensitivity is of course
compensated by the ability to study more rapidly rotating and
fainter stars.

The results for ε Eri are shown in Figure 5b, and are quali-
tatively similar. The scatter is nearly twice as large than for

4.2. Main-Sequence Stars

The most obvious way to test our proposed new method is
by trying it on the Sun. The Sun as a star is very inactive, and
we would have no hope of seeing its fields with this method
(even profile methods fail). Since spatial resolution is possible,
however, one can test the method on solar magnetic regions.
These are either bright (plage) or dark (sunspots). In the stellar
case the magnetic signal will tend to be dominated by the
bright regions, unless the dark regions dominate in area.
Unfortunately, even solar plage is not that active compared to
the active stars we are interested in. The filling factor in plage
tends to be 10%-20%, with field strengths ~1500 G. This
means Bf ≤ 300, which is less than even active main-sequence
stars. We then checked to see if ξ Boo A had a field detectable by
this method. Its diagnostic plot is given in Figure 5a. Two
things are clear: the level of scatter is fairly small compared
with the effects of say, a 1500 G field covering the whole star,
and there is little evidence of a positive slope, i.e., no convinc-
ing field detection. Indeed, the scatter is barely larger than the
measurement error which is a testament to the similarity
between ξ Boo A and the star which was used to calibrate the
line strengths: 61 UMa. Since the latter is relatively inactive,
this calibration should not have substantially reduced the
sensitivity of this method to magnetic fields by masking them
in the determined atomic strength of the sensitive lines. We can
estimate the lower detection limit by finding what flux would
yield a 1 σ deviation from zero at the right edge of the plot.
This corresponds to Bf ≤ 500 G, which is compatible with our
determination for this star in Marcy & Basri (1989). The reason
for our lower sensitivity here is that we are relying only on
equivalent width changes, instead of using the information in
the line shape itself as before. The loss of sensitivity is of course
compensated by the ability to study more rapidly rotating and
fainter stars.

The results for ε Eri are shown in Figure 5b, and are quali-
tatively similar. The scatter is nearly twice as large than for

Fig. 4.—The enhancement of equivalent widths of Zeeman-sensitive lines
in solar plage compared to quiet solar regions. The ratio of equivalent widths
in plage relative to quiet Sun shows a correlation with Zeeman g\textsubscript{eq}. This
suggests that measurements of equivalent widths in stellar spectra permit
detection of magnetic fields. (Data taken from Brandt & Solanki 1990.)
Fig. 5.—(a–b) Magnetic diagnostic plots for two main-sequence stars. The abscissa is the ratio of computed line equivalent width at 1000 G to 0 G, while the ordinate is the ratio of observed equivalent widths to the computed value at 0 G. The computations use oscillator strengths derived to yield perfect agreement with observations of 61 UMa. The Panel a shows the very good agreement in the magnetic G8V star ξ Boo A, and also that this method is not capable of detecting a magnetic field in an active main-sequence star. Panel b shows the somewhat greater scatter in the active K2V star ε Eri. Here too, no field is detected.

ξ Boo A, probably because of the cooler atmosphere compared to the calibration star (see § 3.1). Again, however, there is no real evidence of a magnetic field with a sensitivity limit somewhat worse than for ξ Boo A (< 750 G). Again, this is compatible with the measured field on this star from Marcy & Basri (1989). It appears from these cases that if we are to be able to detect magnetic fields on pre-main-sequence stars, they would have to be substantially larger than those on active main-sequence stars. Fortunately, such a proposition is reasonable in light of the larger X-ray and emission line fluxes seen in very young stars.

4.3. TAP 35

The magnetic diagnostic plot for TAP 35 is shown in Figure 6. It is obvious that the scatter is substantially worse than for ξ Boo A. This is presumably due to some errors in the model atmosphere, since the measurement errors are substantially less than this scatter, and the adopted line strengths were successful in the case of ξ Boo A. There are no ratios below unity when \( S_{1000} \) is larger than 1.08, which is about at the value where the magnetic field should produce an effect larger than the measurement error. We quote errors on our magnetic measurement based on the overall scatter, to be conservative. The 1σ error in a quadratic fit to the ratio points is 0.10. The scatter is less for the sensitive lines \( (S_{1000} \geq 1.08) \), although we can think of no reason why this should be so. The 1σ error about the 1000 G predicted values for these lines is 0.07. With such large scatter it is difficult to make an accurate determination of the magnetic field, but the presence of the field seems fairly firm. What is even firmer is that the effects of a 2000 G field over the entire star are not seen in the data.

We explored the nearby parameter space to find the model which produced the least scatter in the magnetic diagnostic plot. The basic result was rather insensitive to changes in temperature within 500 K, or changes in abundance within 0.5 dex. The best model that we tried had \( T_{\text{eff}} \) of 4900 K and log \((\text{Fe/H}) = -4.4\). Results from it are shown in Figure 6, which is only a slight improvement over the original model. Here the 1σ error to the fit is reduced only slightly, but the sensitive lines are generally less scattered. It would clearly be desirable to have better spectral typing, so the basic model parameters were less uncertain. This probably will not change the basic results of the magnetic analysis, however. The primary result is that, even given the large scatter in Figure 6, an upper limit of \( B_f \lesssim 1500 \) G is implied by the fact that the

Fig. 6.—Magnetic diagnostic plot for TAP 35. The abscissa is the ratio of computed line equivalent width at 1000 G to 0 G, while the ordinate is the ratio of observed equivalent widths to the computed value at 0 G. The dashed lines are fits to the predicted loci of points for 1 and 2 kG fields. The predictions assume unit filling factor, but are roughly valid for any product of field strength and filling factor giving the quoted values. A product (ignoring polarity) \( B_f \) of \(~ 1000 \) G is apparently measured on TAP 35.
points in the right of the plot all lie well below their predicted positions if the star had been covered by 2000 G fields (upper dashed curve). This result seems rather firm; we can think of nothing that would push the points that high, and the net effect of all errors in the analysis is already apparent in the scatter of the insensitive lines.

Our philosophy here, since we are developing a new technique, is that if any combination of parameters can be found which eliminates the magnetic detection then no firm detection can be claimed. We therefore carried out a number of tests in which we tried to eliminate the positive slope in Figure 6 by changing models. As mentioned above, making mild changes in the abundance or temperature did not significantly affect the result. We also checked to see if a substantially lower gravity could play a role (since the stellar gravity is poorly determined). This was done at \( \log (g) = 3.5 \), with temperatures of 5250 and 4900 K. Of course, we had to adjust the abundances to reflect the change in gravity; a new abundance was derived in each case with the same procedure as the original determinations. In both cases, the resulting magnetic diagnostic plot had scatter similar as before and showed a slightly stronger field (with the \( 28466 \) ratio above 1.3). This means that our quoted field strength is actually an underestimate if we have overestimated the gravity.

Finally, we checked a model with heating in the upper photosphere, as might be expected in a star with a strong chromosphere. This model is a scaled HM model with temperature held constant at its value at \( T_{\text{eq}} \) above that point. This has the effect of filling in the cores of the stronger lines, and thereby makes the ratio of observed to null \( W_{\text{e}} \) increase because of a decrease in its denominator. We found that this had essentially no effect on the magnetic diagnostic, because the lines respond to heating in a way that is independent of the magnetic field since line strength is independent of \( T_{\text{eq}} \). Since \( 28466 \) had one of the larger amounts of core filling, the field measurement was increased, if anything. There is undoubtedly some filling in actually present in the observations, since the very strong lines like \( H\alpha \) and the \( Ca \) II IR triplet are filled to the point of emission. In summary, we were unable to eliminate the basic detection of the magnetic field by any of the changes in model that we tried, and several of them actually yielded stronger detections. On that basis we claim detection of magnetic field on TAP 35, with a “flux” value of \( B_f = 1000 \pm 500 \) G. A simple correlation analysis on Figure 6 yields a greater than 99.9% confidence that the axis variables are correlated. Of course, this result has a lower certainty than \( B_f = 1000 + 500 \) G. A simple correlation analysis on Figure 6 yielded stronger detections. On that basis we claim the changes in line strength is independent of the magnetic field by any of the changes in model that we tried, and several of them actually yielded stronger detections. On that basis we claim detection of magnetic field on TAP 35, with a “flux” value of \( B_f = 1000 \pm 500 \) G. A simple correlation analysis on Figure 6 yields a greater than 99.9% confidence that the axis variables are correlated. Of course, this result has a lower certainty than \( B_f = 1000 + 500 \) G. A simple correlation analysis on Figure 6 yielded stronger detections.

Finally, if all this modeling remains unconvincing to the reader, we present a purely observational test with the indication that there are somewhat (but not excessively) stronger magnetic fields on pre-main-sequence stars than on active main sequence stars. In Figure 7 is shown the magnetic diagnostic plot, except instead of using theory as part of the ratio in the ordinate, we simply use the ratio of equivalent widths in TAP 35 to those in 61 UMa (which is moderately active for a main-sequence star). The result is in the same direction as that of Figure 6. The scatter in the insensitive lines reflects the fact that these two stars are only somewhat similar. The normal-ization of the ratio has been changed to compensate for the difference in metallicities, by making the median of the insensitive lines unity. The four most magnetically sensitive lines fall above the unit ratio, while only half the insensitive lines do. This means that the magnetically sensitive lines are preferentially stronger than the insensitive lines on TAP 35 compared to 61 UMa, independently of atomic or stellar parameters. Again, there is no reason that a trend with magnetic sensitivity should be seen unless there really is Zeeman enhancement of the lines. Of course, such an observational plot cannot tell us what the field strength is (and theory was still needed to produce the abscissa). Further, this simple diagnostic shows again that the fields on TAP 35 are not many times greater than on 61 UMa, since the trend in Figure 7 is so weak.

4.4 Limits on the Maximum Field Strength

Because in the preceding analysis we have used the equivalent widths of lines to detect Zeeman broadening, rather than the line profiles, the results really only give a measure of \( B_f \). Previous work and tests we made here show that there is a fairly even trade-off between the field strength and filling factor, at least within changes in the field strength of less than a factor of 2. On the other hand, we showed in § 3.3 that the growth in equivalent width with magnetic field strength depends on the characteristics of the transition, and that some lines grow strongly at higher field strengths while others have “saturated” on the magnetic curve of growth. In the analysis here, we assume that the atmosphere is the same inside and outside of magnetic field regions. Basri, Marcy, & Valenti (1990) showed that this is not necessarily safe, but given the crude and pioneering nature of this work it does not make sense to worry about that yet. There is therefore a simple expression for the filling factor that will produce the observed equivalent width of a line at a specified calculated field strength, given calculated values for the null profile:

\[
f(B) = \frac{W_{\text{e}}(\text{obs}) - W_{\text{e}}(0)}{W_{\text{e}}(B) - W_{\text{e}}(0)}
\]
The best line to place limits on high field strengths is \( \lambda 7491 \), as can be seen from Figure 2. If both our measurements and our models had no error, the above formula tells us that there cannot be more than a 10% covering factor of fields 3000 G or larger. Of course, we know there are errors, so a more conservative approach is to use the six most sensitive lines, and simply average their limits. The limits found in this manner are listed in Table 3. They are unfortunately not particularly stringent. The only statement we can make with confidence is that not more than half the star is covered by fields 3000 G or larger; and quite probably this limit can be reduced to a third of the star. There is more we can do to place limits, however.

The other approach to finding limits on the higher field strengths that might be present is to turn again to profile information. While the profiles observed display only rotational broadening, they would in fact show Zeeman broadening if the fields were sufficiently strong. The line most likely to show this is \( \lambda 8468 \), which has the highest Landé \( g \) at the longest wavelength in our sample. For this line, the null field case (after rotational broadening) has a core which is significantly shallower than the observed profile. At field strengths above 3500 G, the separation of the \( \sigma \) components becomes large enough that again the core of the calculated line becomes shallower than observed. This means that for any filling factor for \( B > 3500 \) G the computed profile is too shallow. Furthermore, above 4000 G the Zeeman broadening is sufficient to show up even at a rotational velocity of 17 km s\(^{-1}\). We can therefore rule out any significant (more than 10% covering factor) occurrence of fields 4000 G or stronger on TAP 35, subject of course to possible errors in our observations or models. The same analysis for 3000 G fields yields cores too deep for \( f > 40\% \) and cores too shallow for \( f < 20\% \). At 2000 G, the core is too deep if the star is more than half covered by such fields. The results for other lines make the allowed regions for these moderately strong fields rather unlikely, however. Thus we conclude from a profile analysis that a significant concentration of fields 3000 G or stronger is unlikely.

The conclusion of this section is that although the equivalent width analysis by itself does not specify the field strength and filling factors separately, the field we have detected is unlikely to be as strong as 3000 G. Combinations of \( B \) and \( f \) which yield a product of 1000 G and have fields less than 3000 G are probably equally plausible for TAP 35 based on our analysis. We should note that the optical lines we are using are insensitive to fields which may be present in dark starspots. These fields could be strong, but due to the low contribution of the spots to the integrated flux from the star, the observed line strengths would not be significantly affected. The presence of spots could, in principle, be inferred from low-excitation lines, or from the light curve. Lines in the infrared would be more useful in diagnosing spot fields.

### Table 3

<table>
<thead>
<tr>
<th>( B ) (G)</th>
<th>( \langle f \rangle ) (%)</th>
<th>( \sigma ) (%)</th>
<th>( f_{\text{max}} ) (%)</th>
<th>( B_{\text{c}} ) (G)</th>
<th>( B_{\text{c}} / \langle f \rangle ) (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>50</td>
<td>19</td>
<td>69</td>
<td>1010</td>
<td>1420</td>
</tr>
<tr>
<td>3000</td>
<td>34</td>
<td>12</td>
<td>46</td>
<td>1020</td>
<td>1750</td>
</tr>
<tr>
<td>4000</td>
<td>29</td>
<td>12</td>
<td>41</td>
<td>1160</td>
<td>2150</td>
</tr>
<tr>
<td>5000</td>
<td>26</td>
<td>13</td>
<td>39</td>
<td>1300</td>
<td>2550</td>
</tr>
</tbody>
</table>

* Based on the six most sensitive lines.

The analysis of the star TAP 10 proceeds very much as with TAP 35. We settle on a best guess of 5250 K and \( \log(\text{Fe/H}) = -4.48 \). The temperature is a little cooler than expected from the spectral type, but gives the least correlation between the line excitation of our insensitive lines and their ratio of observed to calculated equivalent width. We check our results with both hotter and cooler temperatures to insure that our result is not dependent on this choice of temperature. The magnetic diagnostic plot is shown in Figure 8. In this case, we do not detect a perceptible field. Although \( \lambda 8468 \) is consistent with a 1000 G field, the other sensitive lines do not bear this out (and of course there are insensitive lines similarly scattered upward). This means that the field on TAP 10 is below our detection threshold: \( B f < 700 \) G. The need for many lines is illustrated by this case; we do not understand why \( \lambda 8468 \) is higher than the other sensitive lines. A result based primarily on it would obviously differ from the multilane answer. Because of all the potential problems in this sort of analysis, it is important to have enough lines formed in different ways to lend statistical credence to a result.

We looked into the individual observations of \( \lambda 8468 \) to make sure its anomalous position was not due to a problem in one of the observations. We also made the diagnostic plot for 5500 K and 4900 K, adjusting the \( \text{Fe/H} \) in each case. The results were quite similar, and 5250 K was the one with the least scatter. We must therefore conclude that the total magnetic flux on TAP 10 really is less than on TAP 35. This result is not entirely surprising, since the results for the main-sequence stars (Saar 1990) show that the hotter stars (with shallower convection zones) tend to have less magnetic flux, and TAP 10 is also a slower rotator than TAP 35 (except for the unknown inclination angles).

There is a check on whether this result is reasonable, since the implication would be that the chromospheric activity should be less on TAP 10 than TAP 35. It is clear in Figure 1 that the emission core of the \( \text{Ca} \) ii infrared triplet line at \( \lambda 8498 \) is stronger on TAP 35, but one must compensate for the photometric errors.
LIMITS ON MAGNETIC FLUX
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