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ABSTRACT

We extend our earlier analysis (Owocki and Rybicki 1984; hereafter Paper I), of the linear instability of line-driven stellar winds to take proper account of the dynamical effect of scattered radiation. The principal differences from the previous study of scattering by Lucy are the following: (1) We use the physically more reasonable assumption of complete redistribution (vs. coherent scattering) with a Doppler (vs. a box) profile. (2) We examine in detail the effect of spherical geometry on the growth rates for arbitrary (vs. optically thin) perturbations. (3) We quantitatively examine the effects of photospheric limb darkening and line overlap.

Our principal findings are as follows: (1) The drag effect of the mean scattered radiation does indeed greatly reduce the contribution of scattering lines to the instability at the very base of the wind, but the instability growth rate associated with such lines rapidly increases as the flow moves outward, reaching more than 50% of the growth rate for pure absorption lines within a stellar radius of the surface, and eventually reaching 80% of that rate at large radii. (2) Perturbations in the scattered radiation field may be important for the propagation of wind disturbances, but they have little effect on the wind instability. (3) The contribution of a strongly shadowed line to the wind instability is often reduced compared to that of an unshadowed line, but its effect is not (as suggested by Lucy) one of damping in the outer parts of the wind.

The primary conclusion we derive from these results is thus that, even when all scattering effects are taken into account, the bulk of the flow in a line-driven stellar wind is still highly unstable.

Subject headings: radiative transfer — stars: winds

I. INTRODUCTION

In the first paper of this series (Owocki and Rybicki 1984; hereafter Paper I), we showed that a flow driven by line absorption of a point source of continuum radiation is unstable to a velocity perturbation with a wavelength \( \lambda \) approximately equal to or less than a Sobolev length \( L \) (over which the mean flow velocity increases by a thermal speed), but becomes asymptotically stable to perturbations with \( \lambda \gg L \). We thereby reconciled conclusions of the many earlier studies that had also found such flows unstable (Milne 1926; Lucy and Solomon 1970; Carlberg 1980; MacGregor, Hartmann, and Raymond 1980, hereafter MHR) with the work of Abbott (1980), who found them to be marginally stable. From this analysis, we then argued that the winds of hot, luminous, early-type (i.e., spectral classes O and B) stars, which are thought to be driven by line absorption of the star's continuum radiative momentum flux (Lucy and Solomon 1970; Castor, Abbott, and Klein 1975, hereafter CAK; Cassinelli 1979; Abbott 1980, 1982; Cassinelli and MacGregor 1985; Abbott and Lucy 1985), are unstable to short wavelength perturbations.

Such winds are actually driven mostly by strong scattering (vs. pure absorption) lines (Abbott 1980; Abbott and Lucy 1984), but, in the supersonic portions of the wind, the scattered radiation can be shown (Sobolev 1957, 1960; Castor 1970, 1974; Lucy 1971) to have negligible dynamical effect on the mean flow in comparison with the direct "core" radiation from the stellar photosphere. On this basis, we argued in Paper I that the scattered radiation field should have negligible dynamical effect on the perturbed flow as well, and hence that an analysis based solely on the extinction (i.e., neglecting scattering) of the core radiation would suffice to study the stability of the wind. Subsequently, Lucy (1984) criticized this neglect of scattering and showed that the mean scattered radiation field exerts a drag force on velocity perturbations which counteracts the amplifying effect of the force associated with the direct extinction of the core radiation. Under the specialized assumption that the scattering is coherent, Lucy found that this drag effect exactly cancels the contribution of isolated, pure scattering lines to the instability near the wind base, where the flow is nearly plane parallel. He further conjectured that "in the outer parts of winds, line drag results in a damping contribution from resonance lines that are strongly shadowed by neighboring resonance transitions," and he thereby concluded that "line-driven winds would seem therefore not to be as highly unstable as hitherto claimed."

In order to examine this question of the effect of scattering lines on the stability of radiatively driven stellar winds, we have extended the analysis of Paper I to take proper account of the dynamical effects of scattered radiation. Our analysis (§ II and III) differs from Lucy's in that it is based on the physically more reasonable assumption that the scattering occurs with complete redistribution (vs. complete coherence) with a Doppler (vs. a box) profile. (As shown in Paper I, the use of a box profile leads to incorrect results for the instability growth rate as well as for the "bridging" wavelength that separates the regimes of stable and unstable perturbations.) We examine in detail the effect of spherical geometry on the growth rates for arbitrary (vs. optically thin) perturbations. We also examine the effects of photospheric limb darkening (§ IVa), photon destruction (§ IVb), and line overlap (i.e., line shadowing;
§ IVc). The results (summarized in § V) of this more complete scattering analysis lead to markedly different conclusions about the importance of scattering effects in reducing the instability of radiatively driven stellar winds. In particular, our primary conclusion is that, even when all scattering effects (including line drag and line overlap) are taken into account, the bulk of the wind flow is still very unstable, a conclusion that is in agreement with that of Paper I and in contradiction with that of Lucy (1984).

II. PERTURBATION ANALYSIS FOR A SCATTERING LINE

a) Assumptions

In examining line-driven stellar winds for stability against perturbations, it is important to calculate correctly the perturbed value of the line force. In this section, we calculate this perturbed line force under the following assumptions:

1. The line is a pure scattering line, so that the photon destruction probability per scattering is zero.
2. The line is isolated so that its line center frequency is displaced from its nearest (blueward) neighbor by a velocity separation \( \Delta v > 2v_o \), where \( v_o \) is the asymptotic wind speed.
3. The line is optically thick, but unsaturated in the mean flow, so that scattering occurs in the Doppler core of the Voigt profile. We therefore ignore the line wings.
4. The line scattering is isotropic.
5. The line scattering occurs with complete redistribution in frequency.
6. The radiation from the underlying stellar photosphere is not limb darkened.
7. The mean wind flow is radially directed and spherically symmetric.
8. The wind is highly supersonic so that the mean flow speed \( v_o > v_{th} \) (where \( v_{th} \) is the ion thermal speed), implying that the Sobolev approximation, \( L \equiv v_{th}/v_0 \ll v_o/v_{th} \equiv H \) (\( \approx R* \), the stellar radius), is satisfied for the mean flow.
9. Perturbations in the line opacity \( \kappa \) can be ignored.
10. The perturbations are of the radial, sinusoidal form \( \exp \left( ik (r - \omega t) \right) \) with frequency \( \omega \) and wavenumber \( k \).
11. The perturbation wavelength \( \lambda \ll R* \), so that a WKB analysis is justified.
12. The perturbations are small amplitude, so that a linear analysis is justified.

The effect of relaxing assumption (3) has already been examined in Paper I, where we showed that unsaturated optically thick lines make the dominant contribution to the flow instability. Relaxation of assumptions (1), (2), and (6) is discussed in § IV below. Subsequent papers in this series will examine the relaxation of various remaining assumptions, particularly (12).

b) The Transfer Equation in the Comoving Frame

We begin by considering the transfer equation in a comoving frame representation for spherically symmetric outflow (assumption [7]), in which we include the effects of sphericity in the frequency derivative, but not in the spatial gradient (see Rybicki 1970 for a discussion of this approximation):

\[
\mu \frac{\partial I}{\partial r} - \frac{Q}{\partial x} = -\chi \phi(x)[I - S].
\]  
(1)

Here

\[
Q \equiv \frac{1}{v_{th}} \left[ \mu^2 v' + (1 - \mu^2 \frac{\phi'}{r} \right],
\]  
(2)

\( r \) is the radius, \( \cos^{-1} \mu \) is the angle between the ray and the outward radial direction, \( x \) is the frequency displacement from line center measured in the comoving frame in units of the Doppler width \( \Delta v_D \), \( v \) is the flow speed, \( v' \equiv dv/dr \), \( \phi(x) \) is the line profile function, \( I \) is the specific intensity, and the line strength \( \chi \) is related to the line opacity \( \kappa \) through the mass density \( \rho \) by \( \chi = \rho \kappa \).

Under assumptions (1), (4), and (5) of pure, isotropic scattering with complete redistribution, the line source function \( S \) is given by the mean line intensity,

\[
S = \bar{I} = \langle \bar{I} \rangle,
\]  
(3)

where the bar denotes an average over the line profile

\[
\bar{I}(r, \mu) \equiv \int_{-\infty}^{\infty} dx \phi(x)I(r, \mu, x),
\]  
(4)

and the angle brackets denote an average over angle,

\[
\langle \bar{I} \rangle \equiv \frac{1}{\pi} \int_{-1}^{1} dm \bar{I}(r, \mu).
\]  
(5)

Finally, the line flux,

\[
\bar{H} \equiv \langle \bar{I} \rangle,
\]  
(6)

determines the line force per unit mass \( g \) through

\[
g = \left( \frac{4\pi k \Delta v_D}{c} \right) \bar{H}.
\]  
(7)

i) The Mean Line Force and Scattered Radiation Field

From the above we see that, to obtain the response of the line force to perturbations, we must obtain the perturbed line flux. Toward this goal, let us first divide the flow into a zero-order mean state plus a first-order sinusoidal perturbation,

\[
\nu(r, t) = v_0(r) + \tau e^{i(kr - \omega t)},
\]  
(8)

with corresponding mean and perturbed values of other variables similarly denoted by "0" and "1" subscripts, respectively. The zero-order transfer equation is then given by

\[
Q_0 \frac{\partial I_0}{\partial x} = \chi_0 \phi(x)[I_0 - S_0],
\]  
(9)

where, in accordance with the Sobolev approximation (assumption [8]), all spatial derivatives of mean flow variables are ignored in favor of frequency derivative terms (Sobolev 1957, 1960), that is, \( (\partial I_0/\partial r)_v = 0 \). The Sobolev optical thickness in direction \( \mu \) is defined by

\[
\frac{1}{\tau_\mu} \equiv \frac{Q_0}{\chi_0} = \frac{1 - \mu^2}{\tau_0} + \frac{\mu^2}{\tau_1},
\]  
(10)

where \( \tau_0 \equiv \chi_0 v_{th}/v_0 \) and \( \tau_1 \equiv \chi_0 v_{th}/v'_0 \) are the Sobolev optical depths in the transverse and radial directions. Alternatively, defining (Castor 1974),

\[
\sigma(r) \equiv \frac{d}{d \ln r} \ln v_0(r) - 1,
\]  
(11)

we may write

\[
\tau_\mu = \frac{\tau_0}{1 + \sigma \mu^2}.
\]  
(12)

1 An exception to our notational convention, the subscripts on \( \tau_0 \) and \( \tau_1 \) here refer to \( \mu = 0 \) and \( \mu = 1 \), and not to the mean and perturbed states.
For an isolated line (assumption [2]; the effect of line overlap is treated in § IVc), the intensity on the blue wing of the line is fixed by the intensity from the underlying stellar core,

$$I(r, \mu, x \to \infty) = I_c D(\mu, r),$$

where $I_c$ is a constant specifying the magnitude of the core intensity and $D(\mu, r)$ is a function specifying its angle dependence at radius $r$. Under assumption (6) of no limb darkening (see § IVa), $D(\mu)$ is unity for $\mu > \mu_*$ and zero for $\mu < \mu_*$, where

$$\mu_*(r) = \sqrt{1 - \left(\frac{R_*}{r}\right)^2},$$

and where $R_*$ is the radius of the photosphere.

Using the integrating factor $\exp \left[-\tau_\mu \Phi(x)\right]$, where

$$\Phi(x) = \int_{x}^{\infty} \phi(x') dx',$$

we may integrate equation (9) with the boundary condition (13) to obtain

$$I_0 = I_c, D(\mu)e^{-\tau_\mu \Phi(x)} + S_0[1 - e^{-\tau_\mu \Phi(x)}].$$

The frequency-averaged intensity in the mean flow is

$$\bar{I}_0 = I_c, D(\mu)p(\mu) + S_0[1 - p(\mu)],$$

where

$$p(\mu) = \int_{-\infty}^{\infty} x dx \phi(x)e^{-\tau_\mu \Phi(x)} = \frac{1 - e^{-\tau_\mu}}{\tau_\mu},$$

is the angle-dependent escape probability. The line flux in the mean flow is thus

$$\bar{H}_0 = \langle \mu I_0 \rangle = I_c, D(\mu)p(\mu),$$

where the terms proportional to $S_0$ have vanished because they are odd functions of $\mu$, with the result that the mean line force $g_0 \approx \bar{H}_0$ (see eq. [7]) is independent of the scattered radiation field (Sobolev 1957, 1960; Lucy 1971; Castor 1974). Under assumption (3) of a strong line with $\tau_\mu \gg 1$, equation (19) becomes

$$g_0 = \pi I_c \left(\frac{R_*}{r}\right)^2 \frac{1}{\tau_\mu},$$

where

$$\frac{1}{\tau_\mu} = \frac{1 + \sigma(1 + \mu^2)/2}{\tau_0} = \frac{1}{2} \left(\frac{1}{\tau_1} + \frac{1}{\tau_\mu}\right).$$

Using equation (7), the mean line force is thus

$$g_0 = \pi I_c \left(\frac{R_*}{r}\right)^2 \kappa \Delta \nu \nu D_0 c^* \tau_\mu.$$  

We now turn to the problem of solving for the mean scattered radiation field. From equation (3), the mean source function is

$$S_0 = \bar{J}_0 = I_c \frac{\beta_c}{\beta},$$

where

$$\beta = \langle p(\mu) \rangle$$

is the angle-averaged escape probability and

$$\beta_c = \langle D(\mu)p(\mu) \rangle$$

is the core penetration probability. For the case of interest here of a strong line with $\tau_\mu \gg 1$, we find

$$\frac{S_0}{I_c} = \frac{\beta}{\beta_c} = \frac{(1 - \mu^2)}{2} \left(1 + \sigma E_{\nu}\right),$$

where we have introduced the notation,

$$E_{\nu} = \frac{1}{n} \left[\frac{1 - \mu^2}{1 - \mu_*^2}\right] = \frac{1}{n} \sum_{n=1}^{\infty} \mu^n.$$  

Finally, we write the solution to the zero-order transfer equation in the form,

$$I_0 - S_0 = I_c, e^{-\tau_\mu \Phi(x)} \left[D - \frac{\beta_c}{\beta}\right].$$

Next we consider the problem of solving for the perturbed scattered radiation field. The first-order transfer equation for the perturbed intensity $I_1$ is

$$ik \mu I_1 - Q_0 \frac{\partial I_1}{\partial x} - Q_1 \frac{\partial I_0}{\partial x} = -\chi_0 \phi(x)[I_1 - S_1],$$

where we have used assumption (9) and the WKB approximation (see Paper I) in ignoring a term proportional to $\chi_1$. In addition,

$$Q_1 = \frac{V_1}{V_{th}} (ik \mu^2 + \frac{1 - \mu^2}{r}) \approx ik \mu^2 \frac{V_1}{V_{th}},$$

the latter approximation also being valid in the WKB limit $kr \gg 1$. Using equations (9), (10), and (28), we write equation (29) as

$$-\frac{\partial I_1}{\partial x} + (\tau_\mu + i \mu K_\mu) I_1 = \tau_\mu \phi(x) \left[S_1 + I_c, e^{-\tau_\mu \Phi(x)} \left(D - \frac{\beta_c}{\beta}\right) Q_1\right],$$

where we have defined

$$K_\mu = \frac{k}{Q_0(\mu)}.$$  

Then with the integrating factor $\exp \left[-i \mu K_\mu x + \tau_\mu \Phi(x)\right]$ and the blue-wing boundary condition $I_1(r, \mu, x \to \infty) = 0$, equation (29) can be integrated to yield

$$I_1(r, \mu, x) = S_1 \tau_\mu e^{i \mu K_\mu x - \tau_\mu \Phi(x)} \int_{x}^{\infty} d\phi(x') e^{-i \mu K_\mu x' + \tau_\mu \Phi(x')} \chi(x') + I_c, \tau_\mu Q_1 \left(D - \frac{\beta_c}{\beta}\right) e^{i \mu K_\mu x - \tau_\mu \Phi(x)} \int_{x}^{\infty} d\phi(x') e^{-i \mu K_\mu x' + \tau_\mu \Phi(x')}.$$  

Averaging over frequency then yields

$$\bar{I}_1(r, \mu) = S_1 A + I_c, \left(D - \frac{\beta_c}{\beta}\right) Q_1 \frac{B}{Q_0},$$

where

$$A(\mu) = \tau_\mu \int_{-\infty}^{\infty} d\phi(x) e^{i \mu K_\mu x - \tau_\mu \Phi(x)} \int_{x}^{\infty} d\phi(x') e^{-i \mu K_\mu x' + \tau_\mu \Phi(x')}.$$  
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and

\[ B(\mu) \equiv \tau_\mu \int_{-\infty}^{\infty} dx \phi(x)e^{i\mu K_\mu x - i\phi(x)} \int_{-\infty}^{\infty} dx' \phi(x')e^{-i\mu K_\mu x'}. \]

The numerical evaluation of \( A(\mu) \) and \( B(\mu) \) is discussed in the Appendix.

Averaging equation (34) over angle, we obtain

\[ \bar{J}_1 = S_1 \langle A \rangle + I_1 \left( \frac{D - \beta\mu}{\beta} \right) \frac{Q_1 B}{Q_0}. \]

Then, since by equation (3), \( S_1 = \bar{J}_1 \), equation (37) may be solved for the perturbed source function,

\[ S_1 = \frac{I_1}{1 - \langle A \rangle} \left( \frac{D - \beta\mu}{\beta} \right) \frac{Q_1 B}{Q_0}. \]

which may be used to eliminate \( S_1 \) from equation (34). Finally, taking the first angle moment of equation (34), we obtain the perturbed flux,

\[ \bar{H}_1 = I_1 \left( \frac{D - \beta\mu}{\beta} \right) \left( \mu + \langle \mu A \rangle \right) \frac{Q_1 B}{Q_0}. \]

Note from equation (35) that, since \( \tau_\mu \) and \( K_\mu \) are even functions of \( \mu \), the real (imaginary) part of \( A \) is an even (odd) function of \( \mu \). Thus, \( \langle \mu A \rangle \) is purely imaginary, and the dependence of \( \bar{H}_1 \) on the perturbed scattered field can be written in terms of the real ratio,

\[ \eta \equiv \frac{\langle \mu \text{Im} A \rangle}{1 - \langle \text{Re} A \rangle}. \]

Since \( g \approx \bar{H}_1 \), the perturbed line force \( g_l \) can be written in terms of \( \bar{H}_1 \) and mean flow quantities,

\[ g_l = g_0 + \frac{\bar{H}_1}{\bar{H}_0}. \]

From equations (20), (30), (32), and (39), we then find

\[ \frac{g_l}{v_1} = \frac{g_0}{v_{th}} \left( \frac{2\pi^2}{R_*} \right) \frac{\bar{H}_1 v_{th}}{v_1} = \frac{g_0}{v_{th}} \left( \frac{2\pi^2}{R_*} \right) \left( \frac{D - \beta\mu}{\beta} \right) \left( \mu + \frac{\beta}{\mu} \right) \frac{Q_1 B}{Q_0}. \]

The evaluation of the required angular averages is discussed in the Appendix. An approximation to \( g_l/v_1 \) can be obtained by using equation (A3), yielding

\[ \frac{g_l}{v_1} \approx \omega_\ast \frac{k}{2\pi R_*} \left( \frac{2\pi^2}{R_*} \right) \left( \frac{D - \beta\mu}{\beta} \right) \left( \mu + \frac{\beta}{\mu} \right) \frac{Q_1 B}{Q_0}. \]

The contribution of the line to the growth rate of flow perturbations; therefore, we shall henceforth refer to the ratio simply as the "line growth rate."

### III. RESULTS

To evaluate the perturbed force at a specific radius \( r \) in the wind, we must assume a specific velocity law in order to determine terms which depend on \( \sigma \equiv (d \ln v_0/d \ln r) - 1 \). We may then use straightforward numerical angle quadrature to calculate from equation (43) the perturbed line force as a function of wavenumber \( k \). For all detailed calculations presented here we assume a velocity law of the form

\[ v_0(r) = v_\infty \left( 1 - \frac{R_*}{r} \right)^p, \]

for which

\[ \sigma(r) = \frac{(p + 1)R_* - r}{R_* - r}. \]

For a velocity power index \( p = \frac{1}{2} \), the outward acceleration of the wind is everywhere proportional to the local inward acceleration of gravity, in agreement with the theoretical result of CAK; however, observations appear to suggest (Abbott 1982) a less steep velocity law with \( p \approx 1-2 \). We shall show that any of these choices for \( p \) yield qualitatively similar results for the wind instability.

#### a) Optically Thin Perturbations

In the very short wavelength, optically thin perturbation case, \( k \gg x \), we expect that the perturbed radiation field will be very small due to spatial averaging over the perturbed source function \( S_1 \). This is confirmed in the Appendix, where it is shown that \( \eta \rightarrow 0 \) in this limit. Using this fact and equation (A17), we see from equation (42) that the perturbed force becomes predominantly real and independent of scattered field perturbations. Using equations (20) and (41), we can express the perturbed force ratio in the form,

\[ \frac{g_l}{v_1} \approx \Re \left( \frac{g_l}{v_1} \right) = \omega_\ast \left( \frac{2\pi^2}{R_*} \right) \left( \frac{D - \beta\mu}{\beta} \right) \left( \mu + \frac{\beta}{\mu} \right) \frac{Q_1 B}{Q_0} \]

with \( E_3 \) and \( E_5 \) defined in equation (27). The first term in the numerator results from the direct extinction of "core" radiation from the stellar photosphere, while the second term results from the drag effect of the mean scattered radiation field.

Figure 1 shows the radial variation of \( \Re (g_l/v_1) \) as calculated from equation (46) for the velocity laws given by equation (44) with \( p = \frac{1}{2} \), 1, and 2. Comparison with the analogous curves for a pure absorption line shows how the scattering-line growth rate, as given by \( \Re (g_l/v_1) \) (see Paper I), is reduced by the drag effect of the mean scattered radiation field \( S_0 \). Near the base of the wind, the growth rate is essentially zero; but as
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the flow moves outward from the base, it rapidly increases, reaching 50% of the rate for pure absorption lines within a stellar radius from the base, and eventually approaching 80% of that rate far from the star. This still implies that perturbations in a wind driven by scattering lines will grow by many e-folds within a characteristic wind outflow time. We conclude that the bulk of such a wind is still very unstable to short wavelength, optically thin perturbations, even when the drag effect of the mean scattered radiation field is taken into account.

b) Dependence on Perturbation Wavelength

We wish to establish the behavior of the perturbed force law \( g_{1/v_1} \) as a function of wavenumber \( k \), thus establishing the "bridging law" for the case of scattering lines.

As the first step, we evaluate by numerical quadrature the quantity \( \eta \), defined in equation (40), using equations (A9) and (A10) of the Appendix. Results as a function of normalized wavenumber \( k/\chi \) are given in Figure 2 for a line with radial optical depth \( \tau_1 = 100 \) at various radii \( r \) in a wind with a velocity law given by equation (44) (with \( p = \frac{1}{2} \)). Note that \( \eta \to 0 \) for both \( k < \chi \) and \( k > \chi \), in accord with our physical expectation that the effect of the scattered radiation field vanishes in both the Sobolev and optically thin perturbation limits (see also the discussion in the Appendix).

The perturbed field can therefore, at most, affect the instability of perturbations with a wavelength \( \lambda \) smaller than the Sobolev length \( L (\approx 1/\chi) \), but larger than a line-center meanfree path \( 1/\chi (\approx L/\tau_1) \). Note also that \( \eta \neq 0 \) for all \( k \). As we shall see, this means that the perturbed scattered field typically causes a slight increase in the strength of the instability, in contrast with the decrease caused by the mean scattered field.

Using numerical quadrature to evaluate the angle averages in equation (43), we may now calculate the variation of the perturbed force with wavenumber \( k \). In Figures 3a–3d we plot for a line with radial optical depth \( \tau_1 = 100 \) the results of such a calculation at selected radii, \( r/R_\ast = 1.01, 1.5, 2.5, \) and 10 in a wind with \( p = \frac{1}{2} \). The perturbed force to velocity ratio \( g_{1/v_1} \) is scaled here in units of \( \omega_{*} \), while the wavenumber \( k \) is scaled in units of \( \chi \). For comparison, we also plot this perturbed force ratio in the absence of any scattered field (i.e., setting \( S_0 = S_1 = 0 \)), as well as in the absence of any perturbations in an existing mean scattered field (i.e., setting only \( S_1 = 0 \)). In each case, the solid curves denote \( \text{Re} \{g_{1/v_1}\} \), and the dashed curve denote \( \text{Im} \{g_{1/v_1}\} \). Recall again (see Paper I), that, while \( \text{Re} \{g_{1/v_1}\} \) essentially determines the growth rate of perturbations, \( \text{Im} \{g_{1/v_1}\} \) determines the speed of their phase propagation.

Concentrating first on the dashed curves in Figure 3, note that the mean scattered field \( S_0 \) has no effect at all on \( \text{Im} \{g_{1/v_1}\} \). This can be understood directly from equation (43), for which we note that the imaginary part is odd in \( \mu \), so that only the term representing the effect of direct radiation from the star contributes to \( \text{Im} \{g_{1/v_1}\} \). On the other hand, perturbations in the scattered field do have a dramatic effect on \( \text{Im} \{g_{1/v_1}\} \), reducing it to negative values for moderate and short wavelength perturbations (\( \lambda < \chi \approx L \)). [Because of the logarithmic scale of the ordinate, we have actually plotted \( |\text{Im} \{g_{1/v_1}\}| \) in Fig. 3.] As we shall see in the next section, this change in sign in \( \text{Im} \{g_{1/v_1}\} \) results in a like change in sign in the phase propagation of radiative-acoustic waves of moderate to short wavelength.

Concentrating next on the solid curves, note from Figure 3a that including the mean scattered field \( S_0 \) substantially reduces the magnitude of \( \text{Re} \{g_{1/v_1}\} \) for short wavelength (\( \lambda \approx \chi \approx L \)) perturbations near the base of the wind (\( r = 1.01R_\ast \)) (cf. curve with \( S_0 = 0 \) vs. those with \( S_0 \neq 0 \)). As discussed above, this
reduction results from the "photon drag" exerted on the velocity perturbations by the mean scattered field. Comparison with Figures 3b–3d again shows that this drag effect quickly becomes less important as the gas moves away from the wind base ($r > 1.5R_*$). In addition, note that including the perturbed scattered radiation field $S_1$ only slightly alters $\text{Re}(g_1/v_1)$, generally increasing it somewhat for long wavelength ($\lambda > \lambda_\ast \approx L$) perturbations near the star, but otherwise hardly changing it at all. Thus, insofar as the instability of the wind is concerned, we see that the overall effect of including scattering is to reduce the growth rate substantially very close to the star, but only slightly far from the star.

c) Linear Stability-Dispersion Analysis

We now apply this calculation of the perturbed force associated with a scattering line to a linear stability-dispersion analysis in which we determine the growth and propagation characteristics of small-amplitude perturbations in a flow driven by line scattering. For a small-amplitude velocity perturbation $v_1$ with associated perturbed force $g_1$, the stability-dispersion equation relating the frequency $\omega$ to the wavenumber $k$ can be written (see Paper I)

$$\omega^2 - i \frac{g_1}{v_1} - \gamma a^2 k^2 = 0,$$  \hspace{1cm} (47)

where

$$\gamma \equiv 1 + \frac{2}{3} \frac{\omega}{\omega + iW},$$  \hspace{1cm} (48)

describes the dependence of the perturbed pressure gradient force on the frequency $\omega$ and the temperature relaxation rate $W$. For the sake of brevity, we will only give details for the isothermal ($W \gg \omega; \gamma = 1$) and adiabatic ($W \ll \omega; \gamma = 5/3$) limits. (The results for the intermediate damping case, $\omega \approx W$, are quite similar to those of Paper I.) Since the factor $\gamma$ in both these extremes is independent of frequency, we may use the quadratic formula to solve equation (47),

$$\omega_{\pm} = \frac{ig_1/v_1 \pm \sqrt{4\gamma a^2 k^2 - (g_1/v_1)^2}}{2},$$  \hspace{1cm} (49)

where $g_1/v_1$ is calculated from equation (43) using the velocity law (44).

In Figures 4a and 4b, we plot the real (solid curves) and imaginary (dashed curves) parts of the two frequency modes $\omega_+$ and $\omega_-$ (scaled by $\omega_\ast$) versus the wavenumber $k$ (scaled by $\lambda_{\ast}$) for various values of the sound speed ($\gamma^{1/2}a$ scaled by $\omega_{\ast}/\lambda_{\ast}$) at the typical stellar wind radius $r = 2.5R_\ast$. The results are quite similar to those plotted in Figure 3 of Paper I. The major difference is found in $\text{Re}(\omega_{\pm})$, which changes sign for a wavelength $k \ll 2\lambda_{\ast}$. (Because of the logarithmic scaling of the ordinate, we have actually plotted $|\text{Re}(\omega_{\pm})|$). This indicates that short wavelength perturbations in a flow driven by scattering lines have their phase propagation in the opposite direction from those in the absorption line driven case studied in Paper I. This effect has important consequences for how information about a perturbation propagates through the wind, a topic which we shall examine in more detail in a future paper of this series.

In contrast to this qualitative change in $\text{Re}(\omega_{\pm})$, note that the variation of the growth rate $\text{Im}(\omega_{\pm})$ with wavenumber $k$ is only slightly reduced relative to the pure absorption case. The major effect of scattering on the instability of the wind is thus to reduce the growth rate of short wavelength perturbations as a result of the drag effect of the mean scattered radiation field.
IV. DISCUSSION OF OTHER EFFECTS

a) Effect of Limb Darkening

We may easily generalize the above analysis of the perturbed line-scattering force to include the effects of limb darkening of the incoming stellar photospheric "core" radiation field. In this case, the angular dependence of the core intensity (see eq. [13]) for $\mu > \mu_*$ is given by

$$D(\mu) = \frac{I(R_*, v)}{I(R_*, 1)}. \tag{50}$$

Here $I$ is the emergent continuum intensity from the stellar photosphere as a function of $v = \cos(\theta_*)$, where $\theta_*$ is the angle between the line of sight and the outward normal at the stellar surface. From elementary trigonometry, we may write $v$ as a function of $\mu$ as

$$v(\mu, r) = \frac{\mu^2 - \mu_*^2}{1 - \mu_*^2} \tag{51}$$

With the minor modification of using equation (50) for $D(\mu)$, the analysis for the perturbed line force then proceeds as in § II.
In general, the limb darkening law depends on the continuum frequency relevant to the particular line under discussion. For purposes of illustration, let us choose a limb darkening law to be the same as for the frequency-integrated Eddington limb darkening law, so that

\[ D(\mu) = \frac{2}{3} \left[ 1 + v(\mu, r) \right] \]  

(see Mihalas 1978, eq. [3-37]). For this case, we find that the effect of limb darkening on the Im \( g_j/v_i \), and hence on the phase propagation of radiative-acoustic waves, is negligible. We further find that the effect on the Re \( g_j/v_i \), and hence on the instability growth rate, is also small, except that now Re \( g_j/v_i \) \( \approx 0.026\omega_a > 0 \) at \( r = R_\ast \), so that a wind driven by scattering lines is unstable, even at its base. If, on the other hand, the photospheric field were limb brightened (which is perhaps unlikely), then flow perturbations at the base of such a wind would be mildly damped.

It is interesting to note in this regard that, in the coherent scattering analysis of Lucy (1984), the cancellation of the instability is specific only to the assumption that the flow is plane parallel, and is wholly dependent on any assumption about the angular dependence of the incoming radiation in the blue wing of the line. Here we see that, under the physically more realistic assumption of scattering with complete redistribution, the relative importance of the drag effect depends critically on the angular dependence of the stellar photospheric radiation field, with exact cancellation of the instability occurring at the base of the wind when there is no limb darkening. Because of this sensitivity of the cancellation to assumptions about the line frequency redistribution and the angle dependence of the radiation field, a reliable answer to the question of whether the wind base is, in fact, unstable may require a more sophisticated treatment involving full angle- and frequency-dependent redistribution functions for the line scattering. This topic is currently under investigation.

b) Effect of Photon Destruction

We may also readily generalize the analysis of § II to include the effects of photon destruction. (For simplicity, we still ignore the effect of any thermal creation of photons.) If the probability of destruction per scattering of the line photon is \( \epsilon \), then the line source function relation, equation (3), becomes

\[ S = (1 - \epsilon)J. \]  

(53)

We may therefore still use equation (43) for the perturbed force if we just modify the definition of terms that arise from the mean and perturbed scattered field. We accomplish this by changing the definition of the core penetration probability (see eq. [25])

\[ \beta = (1 - \epsilon) \langle D(\mu) \beta(\mu) \rangle, \]  

and the perturbed scattered field ratio (see eq. [40]),

\[ \eta = (1 - \epsilon) \frac{\langle \mu \text{ Im } A \rangle}{\langle 1 - \text{ Re } A \rangle}. \]  

(55)

Note then that for \( \epsilon = 1 \), we obtain \( \beta = \eta = 0 \) and thereby recover the pure absorption results (see curves labeled \( S_0 = S_1 = 0 \) in Fig. 3). In general, the results for the case of \( 0 < \epsilon < 1 \) are intermediate between those for the \( \epsilon = 0 \) and \( \epsilon = 1 \) cases as plotted in Figure 3.

c) Effect of Line Overlap

Many of the lines which drive stellar winds are not effectively isolated from neighboring lines (Abbott 1980, 1982; Olsen 1982, Friend and Castor 1983; Abbott and Lucy 1985),
as we assumed in § II (assumption [2]); instead they often “overlap” within the wind because their rest wavelengths \( \lambda_o \) are separated by less than the maximum Doppler shift, \( 2\lambda_o v_o/c \), between two points in the wind. In justifying his contention that line-driven stellar winds are not as unstable as previously thought, Lucy (1984) has asserted that in the outer parts of winds, line drag results in a damping contribution from resonance lines that are strongly shadowed by neighboring resonance transitions. We can examine this assertion quantitatively by generalizing the perturbation analysis of § II to the case of a pair of optically thick overlapping lines with a wavelength separation in velocity units of \( \Delta v \), where \( 0 < \Delta v < 2v_o \).

(Further generalization to sets of three or more overlapping lines is straightforward, but tedious.)

We first note that for an isolated single line can be applied without modification to the bluer line of the pair. This is because radiation scattered in the wind always appears redshifted when viewed from another location in the wind, and so scattering by the red line can have no effect on the blue line. On the other hand, for the red line we must generalize the single-line analysis to include the new possibility that radiation scattered by the blue line is subsequently redshifted into resonance with the red line. In this case, the boundary condition for the intensity on the blue wing of the red line is now (see eq. [13]) given by the intensity scattered out of the red wing of the blue line. Letting \( R = R(\mu, \Delta) \) denote the blue line resonance point corresponding to the red line resonance point \( r \), the boundary condition can be written

\[
I_r(\mu, x - \infty) = I_b(\mu, x - \infty), \quad (56)
\]

Defining \( I = r - R \), we then have \( \mu = \hat{I} \cdot \hat{r} \) and \( \mu' = \hat{I} \cdot \hat{R} \), where a circumflex denotes the corresponding unit vector. The resonance condition between the two points is that the line separation \( \Delta v \) is equal to the relative line-of-sight velocity along the ray:

\[
\Delta v = [v(r) - v(R)] \cdot \hat{I},
\]

which, for radial outflow, becomes

\[
\Delta v = \mu(v(r) - v(R)). \quad (58)
\]

The resonance point radius \( R = R(\mu, \Delta) \) may be found as the solution of equation (58), eliminating \( \mu' \) through the law of cosines, \( R^2(1 - \mu^2) = r^2(1 - \mu'^2) \).

We shall consider only the particular case of the velocity law (44) with \( p = \frac{1}{2} \). In this case we find that \( R \) is a root of the cubic,

\[
1 - \left( \frac{\Delta v - \mu v_o}{v_o} \right)^2 R^3 - R^2 + (1 - \mu^2)R^2(R^*-R) = 0. \quad (59)
\]

In solving this equation, we seek real roots such that \( R \geq R^* \). For fixed \( r \) and \( \Delta v \), there are no such roots when \(-1 \leq \mu < \mu_{\text{min}}\), where

\[
\mu_{\text{min}} = \frac{\Delta v - v_o}{v(r)}. \quad (60)
\]

For all other \( \mu \), there is exactly one such root, but for \( \mu_{\text{min}} < \mu < \mu_{\text{max}} \), where

\[
\mu_{\text{max}} = \frac{\Delta v}{v(r)}, \quad (61)
\]

this root is associated with a resonance point that is obscured by the stellar core. When an unobscured resonance point does exist, then the intensity in the blue wing of the red line is given by equation (56); otherwise it is given by equation (13).

The distance \( l \) that radiation travels between scatterings in the blue and red line can in general, be on the order of a stellar radius or more. Since, in the local stability analysis conducted here, we are not concerned with effects that require perturbations to be coherent over such large distances, we ignore any effect that perturbations in the blue-line intensity might have on the red line. We therefore retain from § II the blue wing boundary condition \( I_b(\mu, x - \infty) = 0 \) for the perturbed red-line intensity. We do, however, modify the mean intensity to reflect these multiple scattering effects.

For the particular case that the blue line is optically thick (assumption [3]), we find from equations (16) and (23) that

\[
I_{ob}(\mu, x - \infty) = S_{ob}(R) = \frac{\beta_{ob}(R)}{\beta_{ob}(R)}, \quad (62)
\]

where \( \beta_{ob} \) and \( \beta_{ob} \) are evaluated by equations (24) and (25) for this blue line. Note that, although at fixed \( R \), \( S_{ob} \) is not a function of \( \mu' \); in general we have \( R = R(\mu, \Delta, v) \), and so \( S_{ob} = S_{ob}(R(\mu)) \). Using equations (56) and (62), we may then generalize the function \( D(\mu, r) \) (see eq. [13]) to describe the overall angle dependence of the intensity in the blue wing of the red line,

\[
D(\mu, r) = \frac{\beta_{ob}(R) / \beta_{ob}(R)}{\beta_{ob}(R) / \beta_{ob}(R)}, \quad (63)
\]

The second equality represents the effect of backscattering by the blue line, whereas the last equality represents the effect of shadowing and subsequent forward scattering of the stellar core radiation. With these two blue-line scattering effects thus incorporated into the definition of \( D \), the remainder of the perturbation analysis then proceeds as in § II. We thereby find that the red-line perturbed force \( g_{ir} \), is also given by equation (43) if we just replace \( D \) by \( D_{ir} \) and \( \beta_{ob} \) by \( \beta_{ob} \equiv \langle \langle D(\mu, r) \rangle \rangle \mu \rangle \) (see eq. [25]). These two modifications represent generalizations of the “direct” and “drag” terms of the single-line perturbed force to include the additional effects of scattering by the overlapping blue line.

Since we are primarily interested here in the effects of line overlap on the instability to optically thin perturbations, we restrict our discussion to results for the perturbation growth rate \( \text{Re}(g_{ir} / v) \) in the short wavelength limit \( k \gg \chi \). For a wind with the velocity law given by equation (44) with \( p = \frac{1}{2} \), Figures 5a and 5b show the radial variation of the red-line growth rate \( \text{Re}(g_{ir} / v) \) for line pairs with velocity-unit wavelength separations \( \Delta v \) ranging from \( 0.1v_o \) to \( 2v_o \). For the case of maximum separation \( \Delta v = 2v_o \), the lines no longer overlap, and so we recover in this case the earlier result (see Fig. 1) for an isolated single line. Furthermore, since the blue line of a pair is never influenced by the red line, this isolated line result also gives the perturbed blue-line growth rate \( \text{Re}(g_{ir} / v_i) \).

For velocity separations in the range \( v_o < \Delta v < 2v_o \) (Fig. 5b), note that the red-line growth rate actually increases with increasing line overlap. This is because, in this separation range, the dominant effect of line overlap is to enhance the “direct” term in equation (43) through backscattering by the blue line of radiation from the opposite side of the stellar wind.
For $\Delta v < v_c$ (Fig. 5a), on the other hand, this direct term is diminished beyond the radius at which shadowing by the blue line reduces the intensity from the stellar core; the red-line growth rate at large radii thus now decreases with increasing overlap. For strongly overlapped lines ($\Delta v \lesssim 0.2v_c$), the combined effects of reduction in the direct term by shadowing and enhancement in the drag term by backscattering causes the net red-line growth rate to become slightly negative very near ($r \lesssim 1.1R_*$) the stellar surface, and not far from the surface, as suggested by Lucy (1984). Since the growth rates for unshadowed lines all become very small near the surface, this result implies that the combined effect of an ensemble of overlapping lines would tend to make the very base of the stellar wind stable. (See, however, the discussion at the end of § IVa.) However, only slightly away from the surface ($r \gtrsim 1.1R_*$), the growth rates for even the strongly shadowed lines (e.g., $\Delta v = 0.1v_c$) again become positive, although they are still reduced relative to the growth rates for unshadowed lines. Since the growth rates for these unshadowed lines are all very large away from the wind base, the combined effects of an ensemble of shadowed and unshadowed lines is to make the bulk of the wind very unstable.

We may thus summarize the results of our analysis of line overlap by stating that, while the contribution of a strongly shadowed line to the flow instability (as well as to the flow driving) is indeed reduced compared to an unshadowed line, its effect in the outer parts of the wind is not, as claimed by Lucy (1984), one of damping. Since the unshadowed line (e.g., the bluest line of a multiplet) still makes a strong contribution to the growth rate, we can conclude again that such radiatively driven flows are very unstable.

V. SUMMARY AND CONCLUSIONS

In this paper, we have extended our earlier study (Paper I) of the stability of line-driven stellar winds to take proper account of the finite angular size of the stellar photosphere and to include the dynamical effects of scattered radiation. Our work differs from the previous study of scattering by Lucy (1984) in that it is based on the physically more reasonable assumptions that the scattering occurs with complete redistribution (CRD) (vs. complete coherence) with a Doppler (vs. a box) profile. Our results are summarized as follows:

1. The mean scattered radiation exerts a drag force on velocity perturbations, which can eliminate the contribution of scattering lines to the instability of the flow (Lucy 1984), but only at the base of the wind, and only if one ignores photospheric limb darkening. With limb darkening, the scattering line growth rate at the wind base is positive, and is a few percent of the rate for pure absorption lines (derived in Paper I).

2. As the flow moves outward from the base, the scattering line growth rate rapidly increases to more than 50% of the rate for pure absorption lines within a stellar radius of the stellar surface, and eventually reaches 80% of that rate far from the star.

3. Perturbations in the scattered radiation field change the details of the “bridging law,” which describes the response to intermediate wavelength perturbations, but this change is such as to affect mostly the propagation, and not the growth, of perturbations.

4. The contribution of the red component of an overlapping line pair to the wind instability may be reduced compared to
that of isolated lines, but the overall effect is not one of
damping in the bulk of the wind.

The basic conclusion we draw from these results is that the
bulk of material in a radiatively driven stellar wind is still very
unstable, even after all the effects of scattered radiation
(including photon drag and line overlap) are taken into
account.
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APPENDIX

A(µ), B(µ) AND ASSOCIATED AVERAGES

In order to evaluate the various angular averages occurring in equations (37)-(40), we must be able to evaluate the quantities A(µ)
and B(µ), defined in equations (35) and (36). We first note that the double integral defining B(µ) is identical to that in the expression
for δg/δv in Paper I (eq. [1-24]). In Paper I a good approximation for δg/δv was presented in equation (1-28), implying the
corresponding approximation

\[
B(\mu) \approx \frac{1}{\tau_w + i\mu K_\mu / \phi(x_\mu)}.
\]  
(A1)

Here the blue-edge absorption frequency \(x_\mu\) is a slowly varying function of \(\tau_w\), given as the solution to the equation

\[
\tau_w \Phi(x_\mu) = 1.
\]  
(A2)

In the case of a Doppler profile for \(\tau_w \gg 1\), \(\phi(x_\mu) \approx 2x_\mu/\tau\), leading to the approximation

\[
B(\mu) \approx \frac{1}{\tau_w [1 + i\mu K_\mu / (2x_\mu)]}.
\]  
(A3)

Although \(x_\mu\) is a function of \(\mu\), we ignore this weak dependence in equation (A3) and take \(x_\mu \approx x^*\) as constant in evaluating the
angular averages.

We do not have a similar approximate expression for \(A(\mu)\), so we must find other methods to evaluate it. Other methods are also
necessary if it is desired to obtain more accurate values of \(B(\mu)\) than those given by equation (A1). A convenient way to evaluate both
\(A(\mu)\) and \(B(\mu)\), as well as their angular averages, is to express them in terms of Fourier integrals.

Let us define \(\gamma_\mu = 1/\tau_\mu = \mu^2 \gamma^*_\mu + (1 - \mu^2)\gamma_0\), in terms of which \(K_\mu = \lambda^0 / \gamma_{\mu}\), where \(\lambda^0 = k/\chi_0\) is the wavenumber normalized by the
mean line opacity \(\chi_0\). By changing the variable of integration to \(t = (x' - x)/\gamma_{\mu}\) in the inner integrals in equations (35) and (36), and
interchanging the orders of integration, we obtain

\[
A(\mu) = \int_0^\infty dt e^{-i\mu K(t, \gamma_{\mu})},
\]  
(A4)

\[
B(\mu) = \int_0^\infty dt e^{-i\mu L(t, \gamma_{\mu})},
\]  
(A5)

where

\[
K(t, \gamma) = \int_{-\infty}^\infty dx \phi(x) \phi(x + \gamma t) \exp \{-\gamma^{-1} [\Phi(x) - \Phi(x + \gamma t)]\},
\]  
(A6)

\[
L(t, \gamma) = \int_{-\infty}^\infty dx \phi(x) \phi(x + \gamma t) \exp \{-\gamma^{-1} \Phi(x)\}.
\]  
(A7)

The various angular averages of \(A(\mu)\) and \(B(\mu)\) can now easily be expressed as Fourier-type integrals. For example,

\[
\langle A(\mu) \rangle = \frac{i}{2} \int_{-\infty}^\infty \frac{d\mu A(\mu)}{A(\mu) + A(-\mu)}.
\]  
(A8)

Since \(\gamma_\mu\) is even in \(\mu\), we have from equation (A4),

\[
\langle A \rangle = \int_{-\infty}^\infty \frac{d\mu A(\mu)}{A(\mu) + A(-\mu)} = \frac{1}{2} \int_{0}^{1} \left[ A(\mu) + A(-\mu) \right].
\]  
(A9)

using the transformation \(t \rightarrow t/\mu\) and interchanging the order of integration. Similarly,

\[
\langle \mu A \rangle = -i \int_{0}^{\infty} dt \sin Kt \int_{0}^{1} d\mu K\left(\frac{t}{\mu}, \gamma_{\mu}\right).
\]  
(A10)

From the values of \(\langle A \rangle\) and \(\langle \mu A \rangle\) the quantity \(\eta\), defined in equation (40), can be found.
The required averages of $B$ are somewhat more complicated, since each involves both even and odd functions of $\mu$. These averages are most simply obtained using the approximations (A1) or (A3), but they can also be expressed in terms of Fourier-type integrals in a manner analogous to the derivation of equations (A9) and (A10). We omit the details but give the results:

\[
\left\langle \left( D - \frac{\beta_x}{\beta} \right) \frac{ik \mu^2}{Q_0} B(\mu) \right\rangle = i K \int_0^\infty dt e^{-iKt} \frac{1}{2} \int_{\gamma_\mu} d\mu \frac{\mu}{\gamma_\mu} D(\mu) L \left( \frac{t}{\mu}, \gamma_\mu \right) - i K \int_0^\infty dt \cos Kt \frac{\beta_x}{\beta} \int_{\gamma_\mu} d\mu \frac{\mu}{\gamma_\mu} L \left( \frac{t}{\mu}, \gamma_\mu \right). \tag{A11}
\]

\[
\left\langle \left( D - \frac{\beta_x}{\beta} \right) \frac{ik \mu^2}{Q_0} B(\mu) \right\rangle = i K \int_0^\infty dt e^{-iKt} \frac{1}{2} \int_{\gamma_\mu} d\mu \frac{\mu^2}{\gamma_\mu} D(\mu) L \left( \frac{t}{\mu}, \gamma_\mu \right) - K \int_0^\infty dt \sin Kt \frac{\beta_x}{\beta} \int_{\gamma_\mu} d\mu \frac{\mu^2}{\gamma_\mu} L \left( \frac{t}{\mu}, \gamma_\mu \right). \tag{A12}
\]

The representation of these angular averages by means of Fourier integrals has several advantages: (1) The existence of standard numerical methods for evaluating Fourier integrals allows closer control of the cancellation of rapidly varying complex exponential or trigonometric terms, so that high accuracy can be obtained. (2) Since the wavenumber $K$ appears only in the final Fourier transform, the numerical work of evaluating the two inner integrals is much reduced. (3) Complex arithmetic, if required at all, comes in only during the last step of evaluating the Fourier integrals. (4) The asymptotic behavior at small and large wavenumbers can be found from well-known general results on Fourier integrals.

Let us now find the asymptotic behavior of $A$ and $B$ for large and small values of $K$, using the representations (A4) and (A5). For $K \to 0$ (Sobolev limit) we find

\[
A \to \int_0^\infty dt K(t, \gamma_\mu) = 1 - p(\mu), \tag{A13}
\]

where $p(\mu)$ is defined in equation (18). In obtaining equation (A13) we have used equation (A6) and the fact that $d\Phi(x) = -\phi(x)dx$. Similarly for $K \to 0$ we find,

\[
B \to p(\mu) - e^{-16}. \tag{A14}
\]

In this limit $A$ is purely real, so the imaginary part of $\langle \mu A \rangle$ vanishes. Thus $\eta \to 0$, implying that the perturbed scattered intensity field vanishes in the Sobolev limit, as was expected on the basis of simple arguments.

For $K \to \infty$ (optically thin perturbation limit), equations (A4) and (A5) yield the results $A \to 0$ and $B \to 0$, using the Riemann-Lebesgue lemma. This implies $\eta \to 0$, so that the perturbed scattered intensity field also vanishes in this limit. However, in the angular averages of equation (42), $B$ appears in the combination $\langle i\mu K_\mu B \rangle$, which requires a more accurate estimation. We therefore integrate equation (A5) by parts once to obtain

\[
i\mu KB = L(0, \gamma_\mu) - \int_0^\infty dt e^{-iKt} \frac{\partial}{\partial t} L(t, \gamma_\mu). \tag{A15}
\]

Applying the Riemann-Lebesgue lemma for $K \to \infty$ and using $K_\mu = K\tau_\mu$, we find

\[
i\mu K_\mu B \to \tau_\mu L(0, \gamma_\mu). \tag{A16}
\]

We may also use the approximate equation (A3) to express this limit as

\[
i\mu K_\mu B \to \frac{2\pi_8}{\tau_\mu}. \tag{A17}
\]