THE CHARACTERISTICS OF IMPULSIVE SOLAR EUV BURSTS
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Abstract. We examine a number of high time resolution intensity-time profiles of EUV impulsive bursts as observed by the Harvard College Observatory EUV Spectroheliometer carried aboard the Skylab Apollo Telescope Mount. These bursts are found to be synchronous (to within the instrumental time resolution of 5.5 s) in all wavelengths observed, corresponding to emissions from temperatures ranging from upper chromospheric to coronal. The distribution with temperature of a suitably defined emission measure parameter is also examined as a function of time throughout the bursts and a marked similarity in the shape of this distribution, both between different events and throughout the time history of any particular event, is noted. The significance of these observations for physical processes associated with EUV bursts is briefly discussed.

1. Introduction

The Harvard College Observatory (HCO) Spectroheliometer mounted in the Skylab Apollo Telescope Mount (ATM) (Reeves et al., 1977a) has obtained a number of observations of impulsive flashes in various regions of the EUV spectrum. These observations possess excellent resolution, both spatially and temporally, and therefore permit a detailed study of the short-time-scale behavior of a small area of the flaring atmosphere. In this paper we examine a number of these events and investigate some of the features associated with them. After presenting the basic observational data in Section 2, we investigate (a) the relative timing of the EUV flashes in wavelengths associated with a wide range of atmospheric temperatures (Section 3), and (b) the time variation of the distribution with temperature of an emission-measure parameter derived from optically thin spectral lines (Section 4). Finally, in Section 5, we discuss the results obtained with a view to the significance for physical models of the processes taking place.

2. Observational Data

Since the various observational modes of the HCO instrument have been documented elsewhere (e.g., Reeves et al., 1977a), only a brief discussion of the particular mode employed for our studies is given here. This mode is the 'mirror line scan' (MLS) mode, in which the instrument's diffraction grating is positioned such that seven photoelectric detectors detect radiation from specific emission lines of interest while, through motion of the imaging mirror, the instrument is made to scan a 5" by 5' strip of the solar disk in elementary (and overlapping) 5" square elements. The time resolution for the mode is 5.5 s and the data sampling time per
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elementary square is $\frac{1}{25}$ s. The seven EUV wavelengths chosen for the observations discussed in this paper are listed in Table I, which also gives the atomic species responsible for the bulk of the emission at these wavelengths and the corresponding approximate temperature of peak emission for these species.

<table>
<thead>
<tr>
<th>Wavelength (Å)</th>
<th>Atomic species</th>
<th>Associated temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>896</td>
<td>H I (L$\alpha$)</td>
<td>$1 \times 10^4$</td>
</tr>
<tr>
<td>1216</td>
<td>H I (L$\alpha$)</td>
<td>$2 \times 10^4$</td>
</tr>
<tr>
<td>1336</td>
<td>C II</td>
<td>$4.5 \times 10^4$</td>
</tr>
<tr>
<td>977</td>
<td>C III</td>
<td>$9 \times 10^4$</td>
</tr>
<tr>
<td>554</td>
<td>O IV</td>
<td>$2 \times 10^5$</td>
</tr>
<tr>
<td>1032</td>
<td>O VI</td>
<td>$3.5 \times 10^5$</td>
</tr>
<tr>
<td>625</td>
<td>Mg X</td>
<td>$1.5 \times 10^6$</td>
</tr>
</tbody>
</table>

For our studies we selected a total of four events, each characterized by a sudden brightening measured in all operational detectors. For each event, we selected the brightest spatial element of the scan for analysis. Table II lists relevant observational data for the four events. In Figure 1 we present the detector count rate (per $\frac{1}{25}$ s sampling time) vs time for these events for all available lines (identified on the figures by their responsible atomic species and arranged in a monotonic temperature sequence (cf. Table I) from top to bottom). We have fitted smooth lines through the marked data points and omitted points where instrumental overspills

<table>
<thead>
<tr>
<th>Event</th>
<th>Observations</th>
<th>$\tau$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>August 7, 18:47</td>
<td>H$\alpha$ class – N; observed in X-rays by Skylab X-REA experiment$^a$; one of several bursts (cf. Figure 2) – selected because of very rapid rise time</td>
<td>2</td>
</tr>
<tr>
<td>August 23, 04:35</td>
<td>Small event, no H$\alpha$ or X-rays reported. Visible as brightening near foot point of loop in Skylab S-054 (soft X-ray imaging) experiment</td>
<td>2</td>
</tr>
<tr>
<td>September 9, 17:47</td>
<td>Small event, no H$\alpha$ or X-rays reported. Sequence of three bursts, first two selected for study</td>
<td>(I) 4 (II) 2</td>
</tr>
<tr>
<td>December 22, 00:23</td>
<td>H$\alpha$ class – B, detected in soft X-rays by SOLRAD 9 experiment. C III detector reading unreliable because of large number of instrumental overspills (cf. Noyes et al., 1975)</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 1. Detector count rate (per $\frac{1}{24}$ s sampling time) vs UT for 4 EUV impulsive bursts on dates shown (all 1973), labelled by the atomic species responsible for the observed EUV emission line and (in brackets) the scaling factor by which the ordinate must be multiplied to yield the actual observed count. The profiles are arranged in ascending temperature sequence (cf. Table I) and the arrows on the time axes indicate points used for the atmospheric structure analysis of Section 4.
(cf. Noyes et al., 1975) render the detected count subject to large uncertainties. We now proceed to discuss the implications of these observations for conditions in the burst atmosphere.

3. Relative Timing of Intensity-Time Profiles

The close synchronism of intensity-time profiles corresponding to different wavelength ranges during solar flares has already been the subject of investigation by several authors, e.g. Rust and Hegwer (1975) and Roy (1976) (optical and hard X-ray), Emslie et al. (1978) (EUV and hard X-ray). An inspection of Figure 1 shows clear evidence for strong synchronism of EUV impulsive flare bursts over the entire wavelength range under consideration, and in the following we derive a quantitative measure of this feature.

Following Emslie et al. (1978), we derive a ‘best-fit time delay’ $\Delta t_{ij}$ between profiles $i$ and $j$ by minimization of the quantity

$$\chi = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (y_i(t_k + \delta t_{ij}) - y_j(t_k))^2}$$

with respect to $\delta t_{ij}$, where the $y_{i,j}$ are normalized intensities:

$$y_i = \frac{I_i - I_{0,i}}{I_{\text{max},i} - I_{0,i}}$$

($I_{0,i}$, $I_{\text{max},i}$, and $I_i$ being the pre-burst, maximum, and instantaneous intensities respectively). The range of $k$-summation is over the data points comprising the entire burst (i.e. from just before the flash until the intensity falls off to approximately pre-burst values again), excluding the points at either the beginning or end of the burst corresponding to the time interval $\delta t_{ij}$. Note that $\Delta t_{ij} < 0$ if profile $i$ precedes $j$ and vice-versa.

The resulting $\Delta t_{ij}$ for the entire range $1 \leq i, j \leq m$, $i \neq j$ (where $m$ is the number of operational detectors) may be combined by a least-squares procedure to derive the time delay of each profile from an arbitrary reference point, together with its standard error. Taking into account the 5.5 s time resolution of the instrument in the MLS mode and the observational uncertainties involved, we found that it was in general impossible to order the profiles in a definite time sequence, and that the only possible conclusive remark that can be made is that the profiles are all essentially synchronous to within an amount $\tau$, which is given for each event in the last column in Table II. A possible exception to this is the delay time of the optically thick $\text{L}_\alpha$ emission, which in the August 7th event showed delays of up to 6 s compared to emissions of transition zone and coronal lines. This delay may be attributable to time-dependent radiative transfer considerations. In any case, we may conclude that the energy deposition that gives rise to the enhanced emission
occurs essentially simultaneously at all atmospheric levels, to within the values of \( \tau \) in Table II. The significance of this conclusion will be discussed in Section 5 below.

4. Distribution of Emission Measure with Temperature in Impulsive Bursts

Wood and Noyes (1972) carried out a statistical study of individual solar flares, each observed in only one spectral line with 30 s time resolution, and found a general tendency for emission enhancements to be largest in transition zone (TZ) lines (i.e., lines whose steady-state emission is created at temperatures between \( 10^5 \) and \( 10^6 \) K). The current data are far superior for this type of analysis, in that observations of each burst are made simultaneously at up to 7 wavelengths, and with a time resolution of 5.5 s. Our data confirms the earlier findings, as may be seen upon inspection of Figure 1; the enhancements \( I_{\text{max},i}/I_{0,i} \) are on average approximately twice as great for the TZ lines C III, O IV, and O VI, as they are for the non TZ-lines Mg X and C II.

In all cases where impulsive brightenings in the transition zone lines are observed, there is a corresponding brightening in lines associated with ions at least as highly excited as Mg X. However, in some events the impulsive rise in the chromospheric lines may be vanishingly small, suggesting that the mechanism giving rise to the enhancements in the TZ lines may not in fact extend down to the chromosphere. The initial burst of the event shown in Figure 2 (on 7 August 1973 at \( \sim 18:30 \) UT – after Noyes et al., 1975) illustrates an example of such an event (not included in the analysis of the previous section due to the marked dissimilarity between the profiles of lines formed at different temperatures); the second burst (at \( \sim 18:30:30 \) UT) in this event shows more typical enhancements in chromospheric lines. Implications for the burst mechanism of this variability of chromospheric response are discussed in Section 5.

Due to the relatively small number of spectral lines accessible to the HCO instrument in the MLS mode, it is clearly impossible to derive any form of accurate model atmosphere during the EUV burst. However, valuable insight into the qualitative behavior of the flaring atmosphere with time may be gained by considering the distribution of emission measure with temperature, as deduced from observations of optically thin lines throughout the time history of the burst.

The intensity (erg cm\(^{-2}\) s\(^{-1}\) ster\(^{-1}\)) in an optically thin emission line is given by the formula (e.g. Dupree, 1972)

\[
I = 1.74 \times 10^{-16} A f \int_T n_e^2 g G(\log T) \frac{dh}{d(\log T)} d(\log T),
\]

where \( A \) is the abundance (relative to hydrogen) of the element whose atomic species is responsible for the observed emission, \( f \) is the oscillator strength of the line-producing atomic transition, \( n_e \) is the electron density, \( G(\log T) \) is a temperature-dependent function which depends on the ionization balance and excitation rates in the element, and \( g \) is the Gaunt factor. The intensity \( I \) can be calculated
Fig. 2. Event of 7 August 1973, 18:30 UT, labelled as for Figure 1. The differing extent of penetration of the disturbance to chromospheric temperatures is shown in the two separate bursts I and II of this event (after Noyes et al., 1975).

from the raw count-rate data of Figure 1 using the preliminary instrumental calibration of Reeves et al. (1977b). For each data point in Figure 1, we may calculate the emission-measure related quantity $\mu(T) = \langle n_e^2 \, dh/d(\log T) \rangle$:

$$
\mu(T) = \frac{\int n_e^2 g(T) [dh/d(\log T)] \, d(\log T)}{\int g(T) \, d(\log T)}
$$

$$
= \frac{I}{1.74 \times 10^{-16} \, Af \int g(T) \, d(\log T)}, \quad (4)
$$

where the temperature argument of $\mu$ is given for each detector by the value of the temperature at peak emission (cf. Table I).

Figure 3 shows the calculated $\mu(T)$ vs $T$ profiles for each event (treating the event of 9 September as two events). Each section of the figure shows four profiles, corresponding to pre-burst, mid-rise, maximum, and decay phases respectively. These profiles agree well with the event-averaged flare profile of Wood and Noyes (1972). It is of interest to note the similarity between these profiles, not only
amongst the different events, but also as time progresses in any particular event. The implications of this result are discussed in the following section.

5. Discussion of Results

It has been demonstrated in the above sections that EUV impulsive bursts show not only close synchronism over a wide range of associated temperatures, but also a marked similarity in atmospheric structure throughout their duration. We now discuss the possible significance of these observed features for physical models of the burst.
Firstly, the observed close synchronism (to within a few seconds) of the bursts allows us to place bounds on either the speed \( v \) at which the energy is propagated and/or the thickness \( \Delta h \) of the region corresponding to the range of observed emission temperatures (Table I); these must satisfy the inequality

\[
\Delta h \approx v \tau, \tag{5}
\]

where \( \tau \) is taken from Table II.

To apply this constraint to the thermal/non-thermal heating controversy (see, e.g., Švestka, 1976 for a review), we note that macroscopic thermal processes such as heat conduction and mass motions (in addition to low Mach number shock fronts) have an upper bound to \( v \) set by the sound speed \( c \) of the plasma (Bessey and Kuperus, 1970; Craig and McClymont, 1976), which is in turn given by

\[
c = \sqrt{\frac{\gamma k T}{m}} \approx 0.12\sqrt{T} \text{ km s}^{-1}, \tag{6}
\]

where \( \gamma \) is the ratio of specific heats for a monatomic ideal gas, \( k \) is Boltzmann’s constant, and \( m \) is the hydrogen mass. Thus for the atmospheric region under consideration, \( v \leq 100 \text{ km s}^{-1} \); substituting this in (5) using the values of \( \tau \) in Table II gives

\[
\Delta h \approx 200 \text{ km}. \tag{7}
\]

The interpretation of this constraint is complicated by our lack of detailed knowledge of the burst geometry. Thus, in one of our impulsive bursts (August 23), the emission was apparently confined to the lower part of a small loop, and the temperature gradient may well be perpendicular to the axis of the loop. Even in plane parallel models of the active Sun (e.g. Noyes et al., 1970) the difference in height between the regimes where Mg x and La, say, are emitted can be less than 300 km if we allow for the fact that, due to the broad form of the \( G(\log T) \) functions, in general substantial emission arises at temperatures well away from that corresponding to peak emission. Thus the observed synchronism does not permit discrimination between thermal and non-thermal models, provided the atmosphere has steep enough temperature gradients. We therefore now turn to the considerations of atmospheric structure and the results of Section 4.

The most striking feature of the emission measure distribution (\( \mu \) vs \( T \)) profiles of Figure 3 is the existence of a strong local minimum at a temperature of a few \( \times 10^5 \) K, clearly indicative of a narrow transition zone (i.e. low \( d\beta/d(\log T) \)) at these temperatures. This feature is preserved closely throughout the time of burst maximum, the proportional increase in \( \mu \) being greater at these temperatures than at other (both lower and higher) ones. This can be accounted for either by a thickening of the TZ (i.e., a decrease in the temperature gradient \( dT/dh \)) or by an effective shift of the TZ layers to a region of higher electron density \( n_e \), caused by heating chromospheric material to TZ temperatures, and simultaneously heating the pre-burst TZ layers to soft X-ray temperatures. This latter process is exactly what
occurs in the electron-heated models of Brown et al. (1978). From earlier work by Brown (1973) we can compute the rate of temperature increase (K s\(^{-1}\)) at column density \(N(\text{cm}^{-2})\) in the atmosphere. This is given by

\[
\frac{dT}{dt} = 10^{-3} F_{20\text{keV}} \left( \frac{10^{19}}{N} \right)^2 \text{K s}^{-1},
\]

(8)

where \(F_{20\text{keV}}\) is the energy flux (erg cm\(^{-2}\) s\(^{-1}\)) due to electrons with energies above 20 keV, and we have assumed that the electron energy spectrum has a power-law representation with typical spectral index \(\delta = 4\). Equation (8) assumes constant density and that increases in radiative losses are negligible compared with the electron energy input \(I_E\); thus \(dT/dt = I_E/3nk\), where \(n\) is the local electron density. (The assumption of constant density is strictly justified only if the energy release occurs in a time short compared to the dynamic response time of the atmosphere. However, allowing for the effects of dynamic expansion would not affect our conclusion.) If \(F_{20\text{keV}} > 10^9\) erg cm\(^{-2}\) s\(^{-1}\), as is inferred from hard X-ray bursts in typical flares, then Equation (8) predicts that the temperature of the pre-burst TZ (where \(N \sim 10^{19}\) cm\(^{-2}\)) will increase by more than \(10^7\) K in the typical 20 s rise time of the observed bursts. Thus the burst TZ emission must arise from layers that were substantially below TZ temperatures in the pre-burst atmosphere. If this explanation of the enhancements is correct, then the characteristic values of \(n_E^2\) associated with the TZ lines must be very much greater than in the pre-burst atmosphere (cf. Brown et al., 1978); therefore, we should expect the enhancements to be much larger than those in Figure 3, unless the temperature gradient \(dT/dh\) also rises by a similar amount. While the lack of suitable flare models at present means that this possibility cannot be ruled out, it nevertheless would be a remarkable fact if a large increase in \(n_E^2\) were to be compensated by a decrease in \(dh/d(\log T)\) of a very similar amount; certainly there exists no a priori basis for this expectation.

A far more straightforward interpretation, one that is supported by the general lack of hard X-ray bursts in our events and the lack, in some events, of enhancement in chromospheric lines, is that only a very small amount of heating occurs, such as that produced by a shock wave travelling along a loop or, in a plane parallel geometry, an electron flux \(F_{20} \lesssim 10^7\) erg cm\(^{-2}\) s\(^{-1}\) injected downwards. This latter process would result in an approximately constant temperature enhancement of \(\approx 10^5\) K (cf. Equation (8) with a rise time of \(\approx 20\) s) throughout the TZ layers, thus increasing the emission throughout the TZ without destroying its basic structure. Such a temperature perturbation would also create emission enhancements that are larger in the low transition zone than in the high transition zone and low corona, in agreement with observations. This is because a constant linear temperature enhancement produces an increase in the inverse logarithmic temperature gradient \(dh/d(\log T)\) that is less at higher temperatures: \((dh/d(\log T))_{\text{burst}} = (dh/d(\log T))_{\text{pre-burst}} (1 + \Delta T/T)\). In addition, the fractional density enhancement is less at higher temperatures under the assumption of constant pressure throughout
the pre-flare TZ; then \( n_{\text{burst}}(T) = n_{\text{pre-burst}}(T)(T/(T-\Delta T)) \). Thus,

\[
\frac{\mu_{\text{burst}}}{\mu_{\text{pre-burst}}} = \left( \frac{T}{T-\Delta T} \right)^2 \left( \frac{T + \Delta T}{T} \right).
\]  

(9)

For example, for a rise of \( T = 5 \times 10^4 \) K (corresponding, for a 20 s rise time, to \( F_{20} = 2 \times 10^6 \) erg cm\(^{-2}\) s\(^{-1}\)), the enhancements in \( \mu \) are \( \sim 6 \) at \( 10^5 \) K, \( \sim 2.2 \) at \( 2 \times 10^5 \) K, and \( \sim 1.16 \) at \( 10^6 \) K. Thus the lines formed around the base of the TZ (e.g. C\( \text{III} \)) are enhanced by a substantial amount while coronal lines (e.g. Mg\( \text{X} \)) are not affected to any great degree. For chromospheric lines such as C\( \text{II} \), the associated much larger values of \( N \) would, through Equation (8), result in smaller enhancements, as is observed.

It may seem somewhat surprising that such small non-thermal energy fluxes are required to match the observations reported here (the value \( F_{20} = 2 \times 10^6 \) erg cm\(^{-2}\) s\(^{-1}\) inferred above is at least an order of magnitude less than that required to produce substantial H\( \alpha \) emission (Brown et al., 1978)). However, the bursts studied are small, in some cases essentially at or below the threshold for detectability as normal H\( \alpha \) flares, and the MLS may have missed the flare kernel in many instances. In view of the crudeness of the modelling above, we do not, therefore, feel that there is a significant discrepancy.

The lack of any comprehensive model of conductively heated atmospheres means that we cannot apply the same form of analysis to deduce bounds on the energy fluxes involved, etc. We therefore conclude that, unless there is a remarkable coupling between the temperature gradients and densities in flaring atmospheres, most observations of synchronous EUV impulsive bursts may be most simply explained by the production of relatively moderate density and temperature enhancements in the transition zone. Bombardment by a low flux of non-thermal electrons is a suitable candidate for the energy source. However, other mechanisms such as shock waves cannot be ruled out, provided the geometry of pre-burst atmosphere has temperature gradients at least as steep as in current active region models.
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